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Abstract

We organized a Challenge to unravel the connectivity of a simulated neuronal networks.
The provided data were solely based on fluorescence time series of spontaneous activity
in a network constituted by 1000 neurons. The task of the participants was to compute
the e↵ective connectivity between neurons, with the goal to approach as accurately as
possible the ground truth topology of the network. The procured data are similar to
the one measured in in vivo and in vitro recordings of calcium fluorescence imaging, and
therefore the algorithms developed by the participants may largely contribute in the future
to unravel major topological features of living neuronal networks from just the analysis of
recorded data, and without the need of slow, painstaking connectivity labeling methods.
Among 143 entrants, 16 teams participated in the final round of the challenge to compete
for prizes. The winners significantly outperformed the baseline method provided by the
organizers. To measure influences between neurons the participants used an array of diverse

⇤ The two first authors contributed equally. The remaining authors are in alphabetical order.
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methods, including transfer entropy, regression algorithms, correlation, deep learning, and
network deconvolution. The development of “connectivity reconstruction” techniques is
a major step in brain science, with many ramifications in the comprehension of neuronal
computation, as well as the understanding of network dysfunctions in neuropathologies.
Keywords: neuronal networks, e↵ective connectivity, fluorescence calcium imaging, re-
construction, graph-theoretic measures, causality.

1. Introduction

All living neuronal tissues, from the smallest in vitro culture up to the entire brain, exhibit
activity patterns that shape the modus operandi of the network. Activity may take the
form of spontaneous discharges, as occurs in the absence of stimuli, or in the form of
precise patterns of activity during information processing, memory, or response to stimuli.
A major paradigm in modern neuroscience is the relation between the observed neuronal
activity (function) and the underlying circuitry (structure). Indeed, activity in a living
neuronal network is shaped by an intricate interplay between the intrinsic dynamics of the
neurons and their interconnectivity throughout the network.

In the quest for understanding the structure-function relationship, the neuroscience
community has launched a number of endeavors which, in an international and cooperative
e↵ort, aim at deciphering with unprecedented detail the structure of the brain’s circuitry
(connectome) and its dynamics (Kandel et al., 2013; Yuste and Church, 2014). In Europe,
the Human Brain project aspires at developing a large-scale computer simulation of the
brain, taking advantage of the plethora of data that is continuously being gathered. In the
United States, the BRAIN Initiative aims at developing technologies to record neuronal
activity in large areas of the brain, ultimately linking single-cell dynamics, connectivity,
and collective behavior to comprehend brain’s functionality. The di�culty and high cost
of these quests (Grillner, 2014) have called for parallel, more accessible strategies that can
complement these large-scale projects.

With the hope to delineate parallel strategies in the understanding of neuronal circuits,
we launched in April 2014 a ‘Connectomics Challenge’ aimed at developing computational
tools to answer a simple yet defying question: how accurately can one reconstruct the
connectivity of a neuronal network from activity data? To shape the challenge, we built
a numerical simulation in which we first designed a neuronal circuit, therefore establishing
its ground–truth topology, and later simulated its dynamics considering neurons as leaky
integrate-and-fire units.

The network that we simulated mimics the spontaneous activity observed in neuronal
networks in vitro. Indeed, neuronal cultures, i.e. neurons extracted from brain tissue and
grown in a controlled environment (Fig. 1A), constitute one of the simplest yet powerful ex-
perimental platforms to explore the principles of neuronal dynamics, network connectivity,
and the emergence of collective behavior (Eckmann et al., 2007; Wheeler and Brewer, 2010).
The relative small size of these networks, which typically contain a few thousand neurons,
allow for the monitoring of a large number of neurons or the entire population (Spira and
Hai, 2013; Orlandi et al., 2013; Tibau et al., 2013). The subsequent data analysis —often
in the context of theoretical models— provides the basis to understand the interrelation
between the individual neuronal traces, neuronal connectivity, and the emergence of collec-
tive behavior. Activity in cultures can be recorded by a number of techniques, from direct
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electrical measurements (Spira and Hai, 2013) to indirect measurement such as fluorescence
calcium imaging (Grienberger and Konnerth, 2012; Orlandi et al., 2013), which uses the
influx of Calcium upon firing to reveal neuronal activation (Fig. 1B). Although Calcium
imaging has a typical temporal resolution on the order of ms, its non-invasive nature and
the possibility to simultaneously access a large number of neurons with accurate spatial
resolution (only limited by the optical system for measurements) have made it a very at-
tractive experimental platform both in vitro and in vivo (Bonifazi et al., 2009; Grewe et al.,
2010).

2. Challenge Design

The goal of the Challenge was to identify directed connections of a neuronal network from
observational data. Using this kind of data constitutes a paradigm shift from traditional
approaches based on interventional data and causal inference, where a planned experiment
is required to perturb the network and record its responses. Although interventional ap-
proaches are required to unambiguously unravel causal relationships, they are often costly
and many times technically impossible or unethical. On the other hand, observational data,
which means recordings an unperturbed system, can be used to study much larger systems
and for longer periods.

The data for the challenge were generated using a simulator previously studied and val-
idated (Stetter et al., 2012; Orlandi et al., 2014) for neuronal cultures. As shown in Fig. 1,
mature neuronal cultures usually develop into a bursting regime, characterized by long peri-
ods of very low neuronal activity and short periods of very high (bursting) activity (Orlandi
et al., 2013; Tibau et al., 2013). This is a very interesting regime to check connectivity
inference algorithms, since the system switches from a scenario where connections play al-
most no role to another one where the system appears to be highly coherent with e↵ective
all-to-all connectivity profiles (Stetter et al., 2012). Although these two dynamic states
shape di↵erent e↵ective connectivities, the actual structural connectivity layout remains
unchanged.

Connectivity inference techniques have usually focused on analyzing spiking data, with
binary signals identifying the presence (1) or absence (0) of neuronal firing. However,
real spiking data are only available for a narrow set of experimental systems, and usually
involve invasive electrode arrays or single-cell (path clamp) techniques. Recent advances
in imaging allow the simultaneous recording of thousands of neurons (Ohki et al., 2005;
Panier et al., 2013). However, the identification of single spikes in imaging data cannot
always be accomplished and one has to directly analyze the fluorescence signals. Our data
also take that into account and the signal given to participants models the fluorescence
signal of a calcium marker activated when a neuron fires. It also takes into account most
of the experimental limitations, such as low acquisition speed, noisy data, and and light
scattering artifacts (Stetter et al., 2012). The latter is important, since the fluorescence of
a neuron influences the neighboring ones, giving rise to correlations between signals that
are spurious.

The major features of the simulated networks for the Challenge are the following:

• Network structure. Our simulated data are based on experimental recordings at
di↵erent cell densities in an area of roughly 1 mm2 (Stetter et al., 2012; Tibau et al.,
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2013). In that region all neurons are able to physically reach any other neuron and
the network can be considered as a random graph. For the small training datasets we
used N = 100 neurons with an average connectivity of hki = 12 and varying levels
of clustering (Guyon et al.), from 0.1 to 0.6, and the neurons were placed randomly
in a 1 ⇥ 1 mm square area. For the larger datasets however, we used a di↵erent
network structure that was never revealed to the participants. This network is shown
in Figure 2A, and its reconstruction by the participants shaped the overall goal of
the challenge.Those datasets (including the ones used for the final scores) consisted of
N = 1000 neurons. The neurons were distributed in 10 subgroups of di↵erent sizes,
and each neuron connected with other neurons in the same subgroup with the same
probability, yielding an internal average connectivity of hk

i

i = 12. Each subgroup had
a di↵erent internal clustering coe�cient, ranging from 0.1 to 0.6. Additionally, each
neuron was randomly connected with hk

o

i = 2 other neurons of a di↵erent subgroup
(Figure 2B). All the neurons were then randomly placed on a 1 ⇥ 1 mm square
area and their indices randomized, so the network structure was not obvious in the
adjacency matrix. In fact, none of the participants reported any knowledge of the real
network structure.

• Neuron dynamics. We used leaky integrate and fire neurons with short term synap-
tic depression, implemented in the NEST simulator (Gewaltig and Diesmann, 2007).
For the small networks, N = 100, the synaptic weights were the same for any neuron
and were obtained through an optimization mechanism to reproduce the observed ex-
perimental dynamics with a bursting rate of 0.1 Hz. For the big networks, N = 1000,
we ran the optimization mechanism independently for each subnetwork and then for
the whole network to also achieve the target of a 0.1 Hz bursting rate. In this way,
the whole network was bursting as a single unit, but each subnetwork had a di↵erent
set of synaptic weights.

• Fluorescence model. The fluorescence model that we used mimics the fluorescence
response of calcium markers inside neurons (Stetter et al., 2012). When a neuron
fires, calcium enters the cell and binds to the marker, which becomes fluorescent.
This fluorescence signal has a slow response and an even slower decay time. It also
saturates if the neuron fires multiple times in a short interval. Illustrative fluorescence
traces of the simulated networks are shown in Figure 2C.

The network architectures used to generate the simulated data are summarized in Fig-
ure 3.

3. Results

The challenge lasted three months (from February 5 to May 5, 2014) and attracted 143
participants. The participants received immediate feed-back on validation data on a public
leaderboard. Their ranking on the final test data remained hidden until the end of the
challenge. The scores from the private leaderboard (calculated on test data) for the top
ten ranking participants are shown in Table 1. The calculated metric is the ‘area under
the curve’ (AUC) of a Receiver-Operator Characteristic analysis (Bradley, 1997; Stetter
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et al., 2012), a metric commonly used in classification problems. Here, we brought back
the problem of network reconstruction to a two-class classification problem: edge present or
absent. The motivation for using this metric is its availability on the Kaggle platform used
for the challenge and its familiarity to challenge participants. In Section 3.3, we compare
this metric with the area under the Precision Recall (PR) curve, a metric often used in
information retrieval, which could be used as an alternative scoring method.

The results of the top ranking participants who submitted their code were verified by
the organizers, who successfully reproduced their results. These results and pointers to code
are shown in Appendix A. The second ranked participants chose not to submit their code
and renounced to their prize.

Table 1: Private leaderboard rankings of the top 10 participants (test AUC scores).

# Team Name Score
1 AAAGV 0.94161
2 Matthias Ossadnik 0.94102
3 Ildefons Magrans 0.94063
4 Lukasz 8000 0.93956
5 Lejlot and Rafal 0.93826
6 Sium 0.93711
7 Alexander N and Vopern 0.93666
8 gaucho 81 0.93385
9 killertom 0.93011
10 dhanson 0.92885

We also surveyed the participants to compile statistics about algorithm, software and
hardware usage, as well as human and computer time spent 1.

Below we provide some general analyses of the results of the competition. Extensive
details will be given in an upcoming croudsourced paper co-authored by the organizers and
the participants.

3.1. Challenge duration

The graph in Figure 4 shows performance progression as a function of time, obtained from
the Kaggle website. The performances increased slowly throughout the challenge, but most
notably in the first two months. However, the survey indicates that only one third of the
participants estimated that they had su�cient time to complete the tasks of the challenge.
One third also expressed their interest to continue refining the methods.

3.2. Overfitting

The graph in Figure 5 plots the results on test data vs. validation data for the final
submissions, limited to scores exceeding the results obtained with plain correlation (i.e.
Pearson correlation coe�cient with no lag and no preprocessing). We see a strong correlation

1. https://docs.google.com/a/chalearn.org/viewer?a=v&pid=sites&srcid=
Y2hhbGVhcm4ub3JnfGNvbm5lY3RvbWljc3xneDo1OTkwMWM5MWJkN2NjYzZj
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between the validation and test results. At low scores, the final test data seem “easier”
(larger scores are obtained by most participants on test data than on validation data). Few
participants overfitted by obtaining better results on validation data than on test data.

3.3. PR curves

First, we compared ROC curves and precision-recall (PR) curves, as depicted in Figure 6.
We show in blue the curves of the top ranking participants, in green those of the winner
(team AAAGV) and in red those of the baseline method based on Transfer Entropy. We
remind that TPR is the true positive rate (fraction of correct connections found among
all true connections), FPR is the false positive rate (fraction of connections erroneously
guessed among truly absent links), “recall” is a synonym of TPR and “precision” is the
fraction of correct connections found among all connections called significant.

In many ways the PR curve is more useful for experimentalists to assess the accuracy
of the networks. For instance, using the green curve, we can see that, if we are willing to
accept that 50% of the connections are wrong (precision of 0.5), we can retrieve 40% of the
connections of the network (recall or TPR of 0.4). In contrast, the readings of the ROC
curve may be deceivingly good: for a TPR of 0.4 (log 10(0.4) ' �0.4), we obtain an FPR
in 0.01, but, we care much less about correctly identifying absent connections than missing
true connections.

3.4. Edge orientation

Another important aspect of the problem we posed is the capability of network reconstruc-
tion algorithms to identify the direction of the connection, not only the presence or absence
of a connection. Our metric of success did not emphasize connection orientation, making it
possible to obtain good results even with a symmetric matrix. To separate the algorithms
with respect to edge orientation, we computed the score of the challenge (AUC) limited
to the pairs of neurons having at least one connection in either direction (“connected neu-
rons”). The results are shown in Table 2. It illustrates that edge orientation is very di�cult
compared to merely detectng the presence of a connection: the best score drops from 0.94
for the undirected network to 0.64 for the directed one. Team ranked number 4 (Lukasz
8000) performed best with respect to this metric. This team used a deep learning method
based on convolutional neural networks. Feature learning may have played an important
role in detecting details of the time series that are useful to determine edge orientation.

3.5. Subnetworks

Unknown to the participants, the large networks that we used for validation and test data
had a substructure: they were organized in 10 subnetworks with varying clustering coef-
ficients. We define the clustering coe�cient as the average over the sub-network of local
clustering coe�cients. Local clustering coe�cients introduced by (Watts and Strogatz,
1998) compute the ratio of connected neighbors of a node over the total number of possi-
ble connections. In Figure 7 we show how that the AUC scores of subnetworks (averaged
over the top ten ranking participants) vary linearly with the log of the average clustering
coe�cients of the subnetworks.
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Table 2: Analysis of edge orientation (AUC scores).

# Team Name Undirected Network Directed Network
1 AAAGV 0.94 0.61
2 Matthias Ossadnik 0.94 0.63
3 Ildefons Magrans 0.94 0.60
4 Lukasz 8000 0.94 0.64
5 Lejlot and Rafal 0.94 0.63
6 Sium 0.94 0.63
7 Alexander N and Vopern 0.94 0.61
8 gaucho 81 0.93 0.61
9 killertom 0.93 0.61
10 dhanson 0.93 0.61

Mean 0.94 0.62

We also computed the “long range” AUC score, i.e. the AUC score restricted to con-
nections between subnetworks. On average over all top 10 ranking participants we obtained
0.8 (compared to 0.94 for the overall network).

4. Methods

For each category of methods (pre-processing, feature selection, dimensionality reduction,
classification etc.) we report the fraction of participants having used each method. Note
that the sum of these numbers do not necessarily add up to 100%, because the methods are
not mutually exclusive and some participants did not use any of the methods.

The algorithmic steps for network reconstruction could be very broadly divided into the
following steps:

1. Preprocessing of fluorescence signals: Figure 8 summarizes the di↵erent prepro-
cessing techniques used by the participants. Some of the methods of the participants
were spike timing extraction using either filtering and thresholding techniques, or
through deconvolution methods such as (Vogelstein, 2009; Vogelstein et al., 2009).

2. Feature extraction: Figure 9 shows the di↵erent feature extraction techniques used
by the participants. Inverse correlation was used to filter out indirect interactions via
fast partial correlations (Ryali et al., 2012).

3. Dimensionality reduction: The statistics in terms of number and percentage of
participants for the di↵erent techniques used for dimensionality reduction is shown in
Figure 10.

4. Classification techniques: Some recurrent techniques used by the participants were
deep learning (Weston et al., 2012), generalizations of transfer entropy (Barnett et al.,
2009; Orlandi et al., 2014) and information theoretical features, ad hoc topological fea-
tures (e.g. geometric closure) and growing “a lot of trees” (random forests (Breiman,
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2001), boosting methods). The statistics in terms of number and percentage of par-
ticipants for the di↵erent techniques used for classification are shown in Figure 11.

We also analyzed the factsheets with respect to the hardware and software implemen-
tations:

• Hardware: Many participants made use of parallel implementations (80% used mul-
tiple processor computers and 13% ran analyses in parallel). Memory usage was
substantial (50% used less than 32 GB and 27% less than 8 GB).

• Software: Most participants used Linux (50%), followed by Windows (40%) and
MAC OS (30%). Python was the top choice (67%) for coding, followed by MATLAB
(37%).

The amount of human e↵ort involved in adapting the code to the problems of the
challenge varied but was rather significant because about 37% of the participants reported
spending more than two weeks of programming. The total machine e↵ort varied, with 43%
reporting more than a few hours while another 27% reported more than two weeks.

A brief description of the methods of the top four ranking participants is given in the
Appendix. Common to all method was the importance of preprocessing, including signal
discretization or inference of spike trains. But the network inference step was rather di↵er-
ent in the various methods. The winners (AAAGV) inferred an undirected network obtained
through partial correlations, estimated with inverse covariance matrix, then post-processed
the network in an attempt to recover edge directions (see Sutera et al. (2014) for details).
Hence this method is multivariate: it takes into account all neurons in the network, it is not
solely based on pairs of neurons like the baseline method used in Generalized Transfer En-
tropy. Matthias Ossadnik (ranked second) used a di↵erent multivariate approach: he used
multivariate logistic regression of inferred spike trains, followed by an AdaBoost classifier
integrating other information, including neuronal firing rates. Ildefons Magrans (ranked
third) used multiple pairwise connectivity indicators varying the preprocessing parame-
ters, integrated by an overall classifier based on ensembles of trees (see de Abril and Nowe
(2014) for details). Multivariate interactions were taken into account in that method by
post-processing the connectivity matrix with network deconvolution. Lukasz 8000 (ranked
fourth) used deep convolutional neuronal networks (see Romaszko (2014) for details). Al-
though the method is sophisticated in the sense that it is based on learned features of the
temporal signal, it is not multivariate in the sense that it treats pairs of neurons indepen-
dently. The proceedings of the challenge also include descriptions of the method of team
Lejlot and Rafal (Czarnecki and Jozefowicz, 2014), ranked 5, using several based predictors
integrated with a Random Forest classifier and the method of killertom (Tao et al., 2014),
ranked 9, using an improved version of Generalized Transfer Entropy (which was given as
baseline method).

It is promising to see that several of the top ranking participants obtained good perfor-
mance based only on statistics of pairs of neurons. Although clearly multivariate methods
should provide superior performance, pairwise methods promise to scale much better to
larger networks.
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5. Conclusions

This first connectomics challenge allowed us to identify state-of-the-art methods to solve
a di�cult network reconstruction problem. The methods of the top ranking participants
were very diverse and will pave the way to further research, integrating key ideas and
analysis tools to increase performance. The participants performed better on the problem
of edge detection than on edge orientation. More emphasis should be put on orientation
in upcoming challenges. In an upcoming croudsourced paper we intend to involve both
the challenge organizers and the participants in a deeper analysis of the devised strategies
and analysis tools. We are also in the process of applying the methods of the top ranking
participant to real biological data to assess their ability to reveal or predict key connectivity
features of living neuronal networks. In collaboration with biologists, we are also preparing
new data for upcoming connectomics challenges on real data.
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Appendix A. Challenge Verification Results

1. Winners prize #1 (first place, verified) 500 USD and 1000 USD travel
award + Award certificate

AAAGV The code from the winning team AAAGV, which is publicly available at
https://github. com/asutera/kaggle-connectomics, was run successfully on a desktop
PC, it used 7 GB of RAM and it took 30h to run in single core mode on a 3 GHZ i7
CPU for each dataset. The code is built in Python and only uses standard dependen-
cies. There was a issue with a specific library version but this has been resolved. Also
we only need to run 1 script for the whole computation (main.py). From the valid
dataset we obtained an AUC of 0.9426 and for the valid dataset and 0.9416 for the
test dataset, which are the same as the ones reported in Kaggle.

2. Winners prize #2 (third place, verified) 250 USD and 750 USD travel
award + Award certificate

Ildefons
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Ildefons code, which is publicly available here https://github.com/ildefons/connectomics
consisted of 6 separate scripts. The following are the time and memory requirements
for each of the scripts. The main challenges were installing the required R package gbm
and his script makeFeatures.R which needed 128 G. This R script started a MATLAB
server in the SGE (Sun Grid Engine) background. We had to execute makeFeatures.R
separately for normal-1, normal-2, valid, and test. His code was executed on the stan-
dard compute nodes on the cluster. The compute nodes have 2 INTEL CPUs, 16
processing cores, and 128 GB RAM. The statistics for the execution of his code can
be found in Table 3.

Table 3: Memory Requirements and Time for Ildefons’ code

Script Time (days:hours: minutes: seconds) Memory

makeMat.R 09:29 10.937G

makeoo.m 04:22:15 9.617G

makeFeatures.R

normal-1: 2:07:37:25

normal-2: 12:28:46

valid: 12:24:17

test: 12:24:47

normal-1: 30.051G

normal-2: 22.287G

valid: 23.046G

test: 23.055G

normalizeFeatures.R 48:44 44.541G

fitModels.R 02:05:38 12.339G

createSolution.R 10:23 27.082G

The code passed verification successfully. His AUC for the Kaggle submission gen-
erated by us is 0.94066. This is better than his leader board score of 0.93900. The
di↵erence between the two scores is 0.00166.

3. Winners prize #3 (fourth place, verified) 100 USD and 400 USD travel
award + Award certificate

Lukasz Romaszko

The code of this team is found at: https://github.com/lr292358/connectomics. The
details for Lukasz’s code can be found in Table 4. His solution involved predicting
the outcomes eight di↵erent times and averaging. All of his code passed verification
successfully. The bottlenecks were installing theano (Python module) on the GPU
units and gaining access to the GPU units. We have 5 cluster nodes with GPU
accelerators. Each node has 1 accelerator. Each GPU has 2496 cores. The accelerator
is NVIDIA Tesla Kepler (K20).

After merging, his score is 0.93931, which is slightly better than his score of 0.93920
on the leader board. The di↵erence between the two is is 0.00011 or, in other words,
negligible.

Appendix B. Description of Sample Methods and Sample Code

Matlab: We provide Matlab sample code to:
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Table 4: Memory Requirements and Time for Lukasz’s code

Seed
Max
Memory

Time (days:hours: minutes: seconds) AUC

1 31.566 G 2:23:47:32 0.93618
2 31.566 G 2:23:24:37 0.93663
3 31.566 G 3:00:18:40 0.93646
4 31.566 G 3:00:28:06 0.93614
5 31.566 G 2:23:50:08 0.93618
6 31.566 G 2:23:52:20 0.93564
7 31.566 G 2:23:51:33 0.93658
8 31.566 G 2:23:42:50 0.93579

• read the data

• prepare a sample submission

• visualize data

• compute the GTE Stetter et al. (2012) coe�cient and a few other causal direction
coe�cients

• train and test a predictor based on such coe�cients.

The Matlab sample code is suitable to get started. We provide a script (challengeFast-
Baseline) that computes a solution to the challenge (big “valid” and “test” datasets) in
a few minutes, on a regular laptop computer. This uses Pearson’s correlation coe�cient
(Correlation benchmark, AUC = 0.87322 on the public leaderboard). The data are first
discretized with a simple method. Using more elaborate discretization methods such as
OOPSI may work better. The other network reconstruction methods, including GTE, are
not optimized: they are slow and requires a lot of memory.

C++: Network-reconstruction.org provides C++ code which would help participants
to:

• read the data

• prepare a sample submission

• compute the GTE coe�cient and a few other causal direction coe�cients

Note: The fluorescence matrices for small networks have dimension 179498 x 100 and of
large networks 179500 x 1000. Even though the GTE code is “optimized” it is still slow
and requires 10-12 hours of computation for the big 1000 neuron networks on a compute
cluster.

Python: We are providing scripts that:
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• read the data

• discretizes

• prepare a sample submission using correlation.

One participant also made Python code available.
The baseline network reconstruction method, which we implemented, is described in

details in Stetter et al. (2012). It is based on Generalized Transfer Entropy (GTE), which is
an extension of Transfer Entropy first introduced by Schreiber Schreiber (2000), a measure
that quantfies predictive information flow between stationary systems evolving in time.
It is given by the Kulback-Leibler divergence between two models of a given time series,
conditioned on a given dynamical state of the system, which in the case of fluorescence
signals corresponds to the population average. Transfer Entropy captures linear and non-
linear interactions between any pair of neurons in the network and is model-free, i.e., it does
not require any a priori knowledge on the type of interaction between neurons. Apart from
GTE, we have also provided the implementation of cross correlation and two information
gain (IG) measures based on entropy and gini for network reconstruction. Cross correlation
gives best results when there are zero time delays, which reduces it to a simple correlation
coe�cient measure. Hence, all these methods treat the data as independent instances/points
in space instead of time series data. Another module that we have added to our software
kit is a supervised learner, which extracts features from a network whose ground truth
values are known and builds a simple linear classifier for learning whether a connection is
present between two neurons or not. Currently, the features extracted are GTE, correlation,
information gain using gini and information gain using entropy.

Appendix C. Description of the Algorithms of the Winners

We provide a high level description of the method of the top ranking participants provided
in their fact sheets.

Team: AAAGV
The key point is building an undirected network through partial correlations, estimated

through inverse covariance matrix. As preprocessing they use a combination of low and high
pass filters to filter the signals and they try to filter out bursts or peak neural activities.
They stress that their main contribution is the preprocessing of the data. The calcium
fluorescence signal is generally very noisy due to light scattering artifacts. In the first
step, a low pass filter is used to smooth the signal and filter out high frequency noise. To
only retain high frequency around spikes, the time series is transformed into its backward
di↵erence. A hard-threshold filter is next applied to eliminate small variances and negative
values. In a final step, another function is applied to magnify spikes that occur in cases of
low global activity.

For inference, this team assumed that the fluorescence of the neurons at each point can
be modeled as random variables independently drawn from the same time-invariant joint
probability distribution. They then used partial correlation to detect direct associations
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between neurons and filter out spurious ones. Partial correlation measures contional de-
pendence between variables and has been used for inference in gene regulatory networks
De La Fuente et al. (2004); Schäfer and Strimmer (2005).

As the partial correlation matrix is symmetric, this method was not useful in detect-
ing directionality. Some improvement was obtained by choosing an appropriate number of
principal components. The method was sensitive to the choice of filter parameters.

Team: Matthias Ossadnik
He uses multivariate logistic regression of inferred spike trains (thresholded derivative

signals). Then the scores of the regressive model are fed into a modified AdaBoost Freund
and Schapire (1995) classifier together with other information, such as neuronal firing rates.

Team: Ildefons Magrans
Ildefons designed a feature engineering pipeline based on information about connec-

tivity between neurons and optimized for a particular noise level and firing rate between
neurons. Instead of using a single connectivity indicator, he optimizes several indicators.
As a first step, he used OOPSI, which is based on the sequential Monte-Carlo methods, in
his spike inference module. Spikes below a noise-level are treated as background noise and
removed. After that, time steps containing spiking activity above the synchronization rate
are removed as inter-bursts recordings are more informative for topology reconstruction.
As connectivity indicator, he used plain correlation which however did not provide any di-
rectionality information. In order to eliminate arbitrary path lengths caused by direct and
indirect e↵ects, he used network deconvolution Feizi et al. (2013) which takes into account
the entire connectivity matrix. The classifiers he uses with the features generated from
correlation are Random Forests Liaw and Wiener (2002) and Gradient Boosting Machines
Ridgeway (2006).

This method also could not identify directions of connections and correlation and the
singular value decomposition step of network deconvolution had an extremely high compu-
tational complexity.

Team: Lukasz8000
Convolutional Neural Networks (CNN) go beyond feed forward neural networks in their

ability to identify spatial dependencies and pattern recognition. CNNs recognize smaller
patterns or feature maps in each layer eventually generalizing to more complex patterns in
subsequent layers. Each convolutional layer is defined by the number and shapes of filters it
has alongwith its ability to learn patterns. In addition, max pooling Boureau et al. (2010)
is used to reduce the size of the generated feature maps.

He uses a deep convolutional neuronal network LeCun et al. (1998) to learn features of
pairs of time-series hinting at the existence of a connection. In addition he also introduces
an additional input layer, the average activity of network. Lukasz used preprocessing to
retain regions of higher activity conditioned on a particular threshold. These active regions
help to detect interdependencies. The other important choice which influenced results was
that of an activation function. He used tanh in the first convolutional layer followed by Rec-
tified Linear Unit Nair and Hinton (2010) in the next two layers. To improve the network
structure, he used max pooling. Gradient descent was combined with momentum Polyak
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(1964) and this helped to naviagte past local extrema.
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Figure 1: Experimental motivation. (A) Example of an in vitro neuronal culture, derived
from a rat embryonic cortex, containing on the order of 3000 neurons. The detail shows a small
area of the network in bright field and fluorescence, depicting individual neurons. In a typical
experiment, neurons are identified as regions of interest (yellow boxes), and their analysis provide
the final fluorescence times series to be analyzed. (B) Fluorescence spontaneous activity traces for 3
representative neurons. Data are characterized by a background signal interrupted either by episodes
of coherent activity termed network bursts, or by individual firing events of relative low amplitude
and occurrence.
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Figure 2: Simulated neuronal network for the Challenge. (A) The designed network con-
tained 1000 neurons preferentially connected within 10 communities (marked with di↵erent colors
in the figure), and with additional connections between communities. Each neuron connected on
average with 30 other neurons. (B) A detail of the connections of a single neuron. For clarity,
only 50% of the connections are shown. (C) Top: Raster plot showing the spontaneous activity of
3 randomly chosen neurons in the network. Bottom: Corresponding fluorescence traces. Note the
existence of both network bursts and isolated firings. Traces are vertically shifted for clarity.
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Figure 3: Data table. The data procured to the participants consisted in the fluorescence time
series of simulated neuronal networks. The spatial location of the neurons in the 1⇥1 mm2 area was
also provided. Small networks, used for validation, contained 100 neurons. Large networks, used for
the actual competition, consisted of 1000 neurons.
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Figure 4: Performance of the top ranking participant as a function of time.

Figure 5: Scatter plot of validation vs test AUC scores.
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Figure 6: Performance of the Challenge winner (AAAGV team, shown in green), the rest of
participants (blue), as well as the performance procured by Transfer Entropy (red).
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Figure 7: AUC scores of subnetworks (averaged over the top ten ranking participants) as a function
of clustering coe�cient.

1. Variable 
normalization 10 33% 

2. Smoothing 6 20% 

3. Binning or 
discretization 22 73% 

4. Functional 
transform (e.g. 
log) 

4 13% 

5. Spectral 
transform 1 3% 

6. Outlier removal 3 10% 

7. Remove 
average neural 
activity 

7 23% 

8. Use neural 
positions 6 20% 

Other 8 27% 

Figure 8: Preprocessing of fluorescence signals
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1.Independence 
of variables 7 23% 

2. Entropy 8 27% 

3. Derivatives 7 23% 

4. Residual to fit 2 7% 

5. 
Independence 
of input and 
residual 

1 3% 

6. Hand-crafted 
features 12 40% 

7. Trained 
feature 
extractors 

2 7% 

8. Description 
length or 
complexity of 
model 

1 3% 

Other 9 30% 

Figure 9: Feature extraction

1. Linear manifold 
transformations 
(e.g. factor analysis, 
PCA, ICA) 

7 23% 

2. Non-linear 
dimensionality 
reduction (e.g. 
KPCA, MDS, LLE, 
Laplacian 
Eigenmaps, 
Kohonen maps) 

1 3% 

3. Clustering (e.g. K-
means, hierarchical 
clustering) 

4 13% 

4. Deep Learning 
(e.g. stacks of auto-
encoders, stacks of 
RBMs) 

0 0% 

5. Feature selection 9 30% 
6. Joint manifold 
data fusion 0 0% 

Other 11 37% 

Figure 10: Dimensionality reduction
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1. Nearest neighbor 2 7% 

2. Decision trees or 
random forests 8 27% 

3. Linear classifier 10 33% 

4. Non-linear kernel 
method 2 7% 

5. Neural networks 
or deep learning 3 10% 

6. NO trained 
classifier 11 37% 

Other 4 13% 

Figure 11: Classification techniques
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Abstract

Unravelling the causal link of neuronal pairs has considerable impacts in neuroscience,
yet it still remains a major challenge. Recent investigations in the literature show that
the Generalized Transfer Entropy (GTE), derived from information theory, has a great
capability of reconstructing the underlying connectomics. In this work, we first generalize
the GTE to a measure called Csiszár’s Transfer Entropy (CTE). With a proper choice of the
convex function, the CTE outperforms the GTE in connectomic reconstruction, especially
in the synchronized bursting regime where the GTE was reported to have poor sensitivity.
Akin to the ensemble learning approach, we then pool various measures to achieve cutting
edge neuronal network connectomic reconstruction performance. As a final step emphasize
the importance of introducing regularization schemes in the network reconstruction.
Keywords: Csiszár’s Transfer Entropy, Metric Score Pooling, Network Regularization,
Inverse Correlation

1. Introduction

Understanding the structure and mechanism of the human brain at the cellular and subcel-
lular levels has long been the most challenging issue of science, as echoed in both the recent
USA BRAIN project and the EU HBP project. Such a deep understanding will reveal
the functions of brain and further inspire the development of the diagnosis, treatment and
prognoses of major neurological disorders, such as Alzheimer’s disease. We note that recent
investigations usually start from understanding learning capability - one of the prominent
features of the brain. It is therefore a key issue to reliably recover both the exact wiring
patten and the wiring strength of the network at the neuronal level; these are tightly asso-
ciated with the learning capability of the brain, as the result of the Hebbian learning rule
and spike time-dependent plasticities.

Although the traditional neuroanatomic method of axonal tracing can characterize the
connectivity for some very small networks, it cannot be applied directly to networks with
large scales. Recent advances in calcium imaging has provided an alternative for unveiling
the complex neuronal circuitry (Grienberger and Konnerth, 2012). Optical imaging of
neuronal activity makes it possible to monitor the simultaneous activity of tens of thousands
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of neurons, with a time resolution of 20 ms. With the help of computational algorithms,
the causal relationship between neuronal pairs can be determined and the corresponding
large scale of the neuronal network reconstructed (Stetter et al., 2012).

To advance research on neuron network reconstruction from Calcium fluorescence imag-
ing data, a platform calling participants to compare and improve their network recon-
struction algorithms was established by the committee of 2014 Connectomics Challenge.
Synthetic calcium fluorescence recordings generated from realistically simulated neuronal
network were presented to the participants to reconstruct synaptic wiring. A few samples,
with ground truth topology, were provided to train participants’ models, one validation set
without ground truth topology was provided to validate their solutions, and the perfor-
mances of the solutions were benchmarked on a test sample using the so-called Area Under
ROC Curve (AUC) score. In this short paper, we introduce our approach for solving the
challenge, which finally ranks 9th on the platform.

The remainder of this paper is organized as follows. In Section 2, we first describe the
preprocessing steps adopted, then we detail the CTE measure, score pooling and regular-
ization procedure. The results are presented in Section 3. Finally in Section 4, we discuss
the limitations of our approach and point out a few potential future directions.

2. Methods

2.1. Preprocessing of Calcium imaging

The following preprocessing steps have been adopted to generate input data for computing
the metric scores used in the reconstruction of neuronal wiring.

Two schemes have been used to separate the synchronized and unsynchronized dynam-
ical regimes. First one is simple thresholding, the period during which mean Calcium
imaging intensity exceeding certain threshold is identified as synchronized bursting regime.
Multiple thresholding parameters are used (from 0.12 to 0.25). The second approach ex-
plicitly extracts the synchronized dynamics and deflates it from the individual recordings.
Specifically, the first eigenvector of the principal component of the raw fluorescence data is
identified as synchronized dynamics and is projected out from the recordings.

Both the simple discretization and more elaborate OOPSI package (Vogelstein et al.,
2010) were used to infer the spike trains from the Calcium waves. Signals with and without
deflation of the synchronized dynamics were all discretized using the above two schemes. For
the OOPSI scheme, we used the fast oopsi implementation to speed up the preprocessing.
The iteration runs were set to 5-8 depending on the SNR of the data. After filtering with
OOPSI, the 1% largest non-zero entries were identified as spiking time points while the rest
were identified as noise and discarded.

We also separated the individual responses during synchronized bursting. We first iden-
tified the spiking time points of the synchronized dynamics using an OOPSI filter. Then the
response of individual neurons, during the synchronized bursting period, was characterized
as the Calcium imaging intensity increase at the spiking time point.
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2.2. Csiszár’s Transfer Entropy

In probability theory, a divergence measure is a function D(P k Q) that measures the
di↵erence between two probability distributions P and Q. The most widely used divergence
measure is the Kullback-Leibler (K-L) divergence, with the mutual information as a special
case. This idea was later generalized by Csiszár, which resulted into a family of divergence
measures (Csiszár, 1963). This is known as the Csiszár’s f-divergence, which is defined as
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where f is an convex function satisfying f(1) = 0.
The transfer entropy (TE) is a non-parametric statistic measuring the amount of directed

(time-asymmetric) transfer of information between two random processes (Schreiber, 2000).
It could be interpreted as the reduced uncertainty of future X given the present Y , or the
K-L divergence of the transition probability with or without the knowledge of Y . Replacing
the log function in TE with the convex function f in the Csiszár’s f-divergence, we obtain
the more general Csiszár’s Transfer Entropy by analogy:
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spike trains were used to calculated CTE/GTE. In this study, we use the ↵-divergence
(Liese and Vajda, 2006) specified by
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As the K-L divergence is a special case of the alpha-divergence, so their performance could
be directly compared. Here, the ideal value of ↵ should maximize the AUC score in the
training sample. In this studied we discretized the data into binary code indicating whether
the neuron is firing, thus making it comparable to GTE. We note more refined binning of the
neuron’s firing intensity will improve the performance at the cost of larger memory usage.
Some other convex functions have also been tested and produce similar best performances
(data not shown).

2.3. Correlation metrics

The conventional Pearson’s correlation was also calculated to generate the pooled statistics
for optimal connectivity reconstruction as it could be obtained cheaply and proved to be a
quite good metric score when the data is properly preprocessed. Specifically, we used the
correlation and delayed correlation (with lag 1). The correlation metrics were calculated
from the following input data: individual response during the synchronized bursting period,
OOPSI-filtered spikes during unsynchronized bursting period. The spikes used to calculate
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the correlation metrics are real valued to reflect the spiking intensity during bursting and it
is more informative compared to correlation calculated from binary valued spike trains. We
also tested the performance of more general but computationally more intensive nonlinear
kernel-based correlation metric (Bach and Jordan, 2003) after the challenge and is briefly
discussed in Supplementary Information.

2.4. Pooling of di↵erent metric scores

Two simple approaches were used to integrate the evidence from di↵erent metrics and
di↵erent preprocessing schemes using the training data. Specifically, we considered the
Bayesian posterior probability and a linear combination of metrics. First, the original score
obtained from di↵erent metric or preprocessing schemes are normalized to the interval [0, 1]
according to their ranks. Then the bayesian posterior probability for the corresponding link
being true, given the observed (normalized) metric score Rdata

X!Y

, is calculated by

P (S
X!Y

= 1|Rdata

X!Y

) =
P (S
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= 1, Rtrain

X!Y
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)

where S
X!Y

represents whether there is a true link from X to Y and R
X!Y

is a vector
of normalized scores. The probability in the above formula could be estimated either by
kernel smoothing or binning. To ensure su�cient samples for estimating the probability,
we restricted the dimension of RC

X!Y

to two. We also use the following simple linear
combination to aggregate the evidence from two di↵erent metrics R̃ and R̂:
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These two approaches defining the basic hybridization operation on the pool of all metric
scores. Enlightened by staked ensemble learners (Zhou, 2012), we adopted an evolutionary-
like hybridization procedure that heuristically mates two relevant1 or best performing metric
scores and then adds their best o↵spring to the pool. We then repeated this procedure until
the best AUC score in the pool no longer increased.

2.5. Regularization on the recovered network

We observe that for all the metrics scores we obtained, the degree distribution of the recon-
structed networks di↵ers from the genuine wiring that generated the data. The presynaptic
and postsynaptic links of the estimated hub nodes are often overestimated while some of
the non-hub nodes are disconnected from the estimated network. In this light we argue that
in order to obtain more realistic reconstruction, we must regularize the network topology
- to some extent. In this study, we did this by explicitly reweighting the score metrics to
suppress the links related to the hub nodes and to encourage the links that wire the discon-
nected nodes back to the network. The reweighting procedure is outlined in Algorithm 1 in
Supplementary Information.

1. Relevant in the sense that they are derived from same input data or same metric score.
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2.6. Evaluation of the reconstruction performance

The network reconstruction was considered as a binary classification problem. The solution
returns a numerical score for each directed neuron pair indicating the confidence that there
is a directed connection, with higher values indicating a more likely connection. The results
of the classification, obtained by thresholding the prediction score, may be represented in
a confusion matrix, where tp (true positive), fn (false negative), tn (true negative) and fp
(false positive) represent the number of examples falling into each possible outcome. The
sensitivity (also called true positive rate or hit rate) and the specificity (true negative rate)
as:
True positive ratio = tp/pos
False positive ratio = fp/neg
Here pos = tp+fp, neg = tn+fn indicating the total number of connected and unconnected
pairs. The prediction results are evaluated with the AUC, which corresponds to the area
under the curve obtained by plotting the “True positive ratio” against the “False positive
ratio” by varying a threshold on the prediction values to determine the classification result.

3. Results

In this section, we present an empirical study of our proposed procedure on the four training
sets (normal-1 ⇠ 4) provided in Connectomics Challenge. Each of these training sets
is comprised of approximately 170, 000 continuous recordings sampled at 50 Hz of 1, 000
neurons with 1.2% connected pairs. Interested readers may refer to (Stetter et al., 2012)
for details of the simulation setup.

3.1. CTE

We compared the performance of the CTE with the GTE. A family of the CTE was obtained
by varying the parameter ↵ and the resulting ↵-AUC curves are shown in Figure 1. For
the 4 datasets, the peak of the ↵-AUC curves consistently appeared around ↵ ⇡ 4. And
the di↵erential sensitivity with respect to the dynamical regime is surprising. While the
CTE only o↵ers small advantage in the non-synchronized bursting regime (⇠ 4⇥ 10�3), it
significantly improved the reconstruction in the synchronized bursting regime (⇠ 9⇥ 10�2

in this illustration, and even more drastically using some other discretization scheme). It is
interesting to notice that the AUC score of the traditional K-L Transfer Entropy happens
to fall on the bottom of the valley in the synchronized regime.

3.2. Pooling metrics scores

The e↵ectiveness of pooling di↵erent metric scores is presented in Table 1. In the upper
panel of the table AUC scores of a representative subset of the the raw metric scores used
along with their pooled metric score (using all the raw metric scores) are tabulated for
the 4 validation datasets. The tuning parameters are optimized for dataset ’normal-3’ and
used by the rest of datasets. As shown, pooling significantly boosts the performance of the
reconstruction evaluated by AUC scores. The fifth column of lower panel of the table gives
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Figure 1: The AUC score of Csiszár’s Transfer Entropy with di↵erent values of the parameter
↵. Blue curves are obtained from the non-synchronized regime while the green curves from the
synchronized regime. The intersections with the red curve correspond to the traditional K-L GTE.
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one of the best (and fastest) winning solutions based on inverse correlation2, and combining
it with our best solution (column POOL) gives extra 4 ⇠ 6 ⇥ 10�3 boost in AUC score
(column BEST), which beats all best solutions during the contest. Detailed description of
those metric scores and whether they are used in the challenge could be find in Table 2.

Table 1: AUC Score with Pooling and Regularization

CORR1 CORR1D CORR2 CORR2D GTE1 GTE2 POOL
normal-1 0.8888 0.8585 0.8918 0.5568 0.8892 0.6503 0.9240
normal-2 0.8934 0.8556 0.8894 0.5328 0.8930 0.6289 0.9256
normal-3 0.8906 0.8542 0.8920 0.5611 0.8932 0.6545 0.9248
normal-4 0.8876 0.8499 0.8844 0.5380 0.8721 0.6216 0.9217

CORR2 CORR2i CORR2o CORR2io MIC MICo BEST
normal-1 0.8918 0.8955 0.8997 0.9001 0.9412 0.9422 0.9465
normal-2 0.8894 0.8938 0.8986 0.8991 0.9412 0.9422 0.9473
normal-3 0.8920 0.8966 0.9009 0.9015 0.9394 0.9405 0.9461
normal-4 0.8844 0.8883 0.8928 0.8934 0.9376 0.9385 0.9441
† D: delayed correlation, i: regularizing on input (postsynaptic connections), o:regularizing
on output (presynaptic connections), io:regularizing both input and output)

2. http://www.kaggle.com/c/connectomics/forums/t/8186/fast-matlab-code-to-get-a-score-of-93985
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Table 2: Description of the metric scores

CORR1 CORR2 GTE1 GTE2 POOL BEST
individual response (syn) O - - - - -
OOPSI-filtered (non-syn) - O - - - -

discretization (syn) - - O - - -
discretization (non-syn) - - - O - -

use entire sequence - - - - - O
binary - - O O - -

used in challenge O O O O O -
challenge submission - - - - O -

3.3. Network regularization

The gain using network regularization is presented in the lower panel of Table 1. The column
name indicates the regularization used. For the raw metric score CORR2 this could bring
up the AUC score by about 1⇥ 10�2. For the inverse correlation metric it can still elevate
the AUC score by 1⇥10�3. We noticed that regularizing the output links resulted in larger
gain compared with regularizing the input links. We note that our regularization scheme is
definitely not a universal fix as it certainly depends on the assumption that the distribution
of training data and testing data is the same, and violation of this assumption will lead to
deteriorated performance.

3.4. Challenge results

The final performance of our challenge solution and post-challenge solution in the 2014
Connectomics Challenge is presented in Table 3 together with the winner’s performance.
Our best post-challenge solution outperform the best challenge solution by a large margin.

Table 3: Result Table

team name killertom
final private leaderboard performance 0.93011 (ranking 9th)
winner’s performance 0.94161 (team AAAGV)
our post-challenge best performance 0.94663 (BEST in Table 1)

4. Discussion

Our method is based on linear combination of correlation coe�cient and CTE, using data
preprocessed with simple discretization, OPPSI filter and PCA. Most of the winning teams’
solutions relied on correlation-based metrics, and inverse correlation in particular. Some
teams used more sophisticated machine learning tools such as deep CNN, random forest,
SVM, etc. Some participants also came up with certain network regularization schemes
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such as network deconvolution or directly including node-wise relative metric score into
the model. Most teams emphasized the paramount importance of preprocessing the noisy
calcium imaging data. Our approach seems to be the only one which still extensively
uses entropy-based statistics among all the winning parties, possibly due to the costly
computational burden involved. We resolve this by optimizing the MATLAB subroutine
provided by the organizer which ended up running 20 times faster on desktop than the C++
implementation also provided by the organizer on cluster. As shown in column BEST in
Table 1, there is still much room for improvement by combining our approach with other
winning teams’ solutions, even if their AUC score is 1⇥ 10�2 better than our results.

One significant problem that applies to most of the winning team approaches, including
ours, is that the optimal predictability for connectivity is ‘learnt from training samples’
rather than ‘inferred from the dynamics observed’, as in reality it is infeasible to obtain
real training samples and simulation based surrogates might be biased. We argue that it is
the dynamical properties that matter, and instead of statistical solutions, we should start
looking for apparatus from the theory of dynamical systems (Sugihara et al., 2012). Also,
most participants are still determining the causal links in a pair-wise fashion, with the
possibility of gaining information from a more holistic perspective is left uncharted. Those
computationally feasible non-linear association measures (Gretton et al., 2008) might serve
as substitutes for those computationally demanding entropy-based statistics.
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Supplementary Information

Algorithm 1: Regularizing the network via reweighing

1. Sort the neurons according to their largest in(out) score
RC

i,· : the column corresponding to ith largest in {max(C
k,·)}

2. Reweigh the first K in(out) links for each neuron via
RCv1

i,j

= (1 + ↵ j

n

)RC
i,j

3. Calculate the probability of the in(out) links of the ith-ranking neuron being
connected given the training data (sorted in the same fashion)
PS

i,· = average
|k�i|<B

(RStrain

k,· )

4. Smooth individual neuron’s PS score
PSsm

i,· = smooth(PS
i,·)

5. Prioritizing the entries with PSsm exceeding the threshold � while taking the
current estimate of connectivity strength into consideration
RCv2

i,j

= �
[PS

sm

i,j

>�]
(1 + PSsm

i,j

+ �RCv1
i,j

) + �
[PS

sm

i,j

�]
RCv1

i,j

6. Enforcing a minimum number of L in(out) links for each neuron
RCv3

i,j

= �
[j<l]

+RCv2
i,j

The set of tuning parameters {K,L,B,↵,�, �} are selected to maximize AUC score in
the training data.

kernel-based correlation metric

We used the generalized-variance in Jordan’s ICA paper to characterize the nonlinear kernel
correlation. Specifically, only the first eigenvalue is used. The kernel-based correlation
gives similar performance in instantaneous coupling (Pearson 0.888 ⇡ 0.896 V.S. kernel
0.889 ⇡ 0.896) while it significantly outperforms Pearson’s correlation in lag-1 correlation
(Pearson 0.550 ⇡ 0.564 V.S. kernel 0.706 ⇡ 0.711). This is because the lag-1 dynamics
exhibits a highly nonlinear pattern. More detailed results and discussion will be presented
in a separate paper.
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Abstract

In biological imaging the data is often represented by a sequence of anisotropic frames —
the resolution in one dimension is significantly lower than in the other dimensions. E.g.
in electron microscopy it arises from the thickness of a scanned section. This leads to
blurred images and raises problems in tasks like neuronal image segmentation. We present
the details and additional evaluation of an approach originally introduced in Laptev et al.
(2014) called SuperSlicing to decompose the observed frame into a sequence of plausible
hidden sub-frames. Based on sub-frame decomposition by SuperSlicing we propose a
novel automated method to perform neuronal structure segmentation. We test our ap-
proach on a popular connectomics benchmark, where SuperSlicing preserves topological
structures significantly better than other algorithms. We also generalize the approach for
video anisotropicity that comes from the long exposure time and show that our method
outperforms baseline methods on a reconstruction of low frame rate videos of natural scenes.
Keywords: anisotropic data, super resolution, connectomics, segmentation, registration

1. Introduction

Digital imaging defines a quantization of the visual appearence of the world. The intensity
of a pixel is the cumulative energy that has reached the physical sensor. In consequence,
the details of a scene that are smaller than the spatial resolution of the sensor are getting
averaged away (Fig. 1). Visually, averaging overcomes the problem of aliasing, but causes
spatial blur and such data is called anisotropic.

Serial section transmission electron microscopy (ssTEM) Cardona and et al. (2010) of
brain tissue is an important example. This method is the only available technique that
guarantees su�cient resolution for reconstructing neuronal structures on the synapse level
and, thereby, supports the scientific goals of connectomics Seung (2012) to understand brain
functions. This technique renders the volume in a highly anisotropic way — the resolution
across vertical dimension of the stack (thickness) is much lower than that of the horizontal
dimensions.

The same phenomenon can be found in a low frame rate video recording. In case of
anisotropic video1 one can interpret the captured frame as an average of hidden sub-frames

1. Video is called anisotropic or full-exposure if exposure time equals to the time between two frames

c� 2014 D. Laptev & J.M. Buhmann.
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Figure 1: A schematic illustration of our approach: a) neuronal structure in brain tissue sample;
b) the tissue sample is cut and captured with ssTEM, producing anisotropic frames with blur; c)
the proposed method SuperSlicing reconstructs hidden sub-frames with sharp details.

captured with shorter exposure time. The goal is then is to increase temporal resolution:
estimate a high frame rate video from low frame rate.

We propose a method called SuperSlicing (Super resolution frame Slicing). It recon-
structs isotropic hidden subframes from a sequence of anisotropic frames, thereby increasing
the depth or temporal resolution. This reconstruction states an inherently ill-posed problem
as there exists an infinite number of possible sub-frames that can produce the same observed
frame. We propose a regularisation that uses the information from the neighboring frames
to resolve these ambiguities. The problem is formulated as energy minimization which ap-
pears to be convex and therefore guarantees the global optimum. The objective function is
guided by two principal considerations: i) the physical constraints of the imaging process;
ii) the structures in sub-frames should follow the correspondence between structures in the
neighboring frames. To formalize the latter SuperSlicing uses optical flow to find the
correspondences between neighboring frames and interpolates them into sub-frames.

SuperSlicing enables us to propose a novel automated method to perform neuronal
structure segmentation (section 4). It recovers the crisp image of these structures and
facilitates recognition of neural structures. The experiments on Drosophila first instar
larva ventral nerve cord (VNC) dataset Cardona and et al. (2010) demonstrate significant
improvement over the baselines.

2. Related Work

The first group of related techniques for frame enhancement interpolates between two neigh-
boring frames. The simplest approach is a linear frame interpolation, which, although simple
and fast, produces blurry results even when the initial frames are sharp. A more advanced
technique Baker et al. (2011) is based on optical flow estimation and frame warping. How-
ever, in anisotropic data, frames are often reconstructed as blurred as initial frames because
it takes into account no constraints on how imaging is performed. In contrast, SuperSlic-
ing reconstructs the changes within the frame, therefore recovering crisp details in each
sub-frame. We use both of these approaches as baselines in our experiments.

Another approach Hu and et al. (2012) to solving the problem of spatial enhancement
relies on using multiple ssTEM projections. Unlike these methods, we are considering a
more general case and use only one sequence of frames from one ssTEM stack. And the
third type of approaches Shimano et al. (2010) is based on exploring the recurrence of small
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Figure 2: An illustration of the SuperSlicing pipeline for neuronal structures segmentation.
Based on the non-linear correspondings between neighboring frames Y 1, Y 2 and Y 3 (a) the algo-
rithm evaluates hidden sub-frames X2,1, X2,2, X2,3 (b). Then, feature vectors in sub-frame pixels
are evaluated: '(xn,1

p ), . . . ,'(xn,L
p ) (c). After that the method concatenates them and passes the

concatenated feature vector to a RF classifier (d) that returns the final segmentation (e).

self-similar patches in space and time. However, these methods assume that similar patches
appear repeatedly within the frame sequence which is almost never the case for neuronal
structures. In contrast to these methods we do not rely on high recurrence of self-similar
patches and therefore, we solve a more general problem.

Neuronal structure segmentation and recognition has two general approaches.
The first approach Kaynig et al. (2010) focuses on the detection of neuron membranes
in each section independently based only on local information around every pixel. The
second approach Laptev et al. (2012) incorporates context from di↵erent sections to resolve
ambiguities that cannot be resolved within one section. The biggest challenge for the
segmentation algorithm is posed by the blurry membranes (see Fig.5), that are often the
result of anisotropy. We propose a novel method that first recovers the sharp sub-frames of
a slice using SuperSlicing and then uses them to perform segmentation. As the recovered
sub-frames contain finer details the segmentation algorithm is able to identify the neuronal
structures with higher accuracy than methods without SuperSlicing.

3. Proposed Method

Let Y n be the observed sequence of frames, n 2 [1, . . . , N ], yn
p

– pixel p of the frame Y n,
i(yn

p

) – the intensity of pixel yn
p

. Let ✏(xn
p

) be a set of neighbors of pixel xn
p

. We want to

reconstruct L hidden sub-frames Xn,l, l 2 [1, . . . , L] of the observed frames Y n.

3.1. Optimization task

We define optimization problem 1 to approximate hidden sub-frames as an energy mini-
mization problem for given correspondences ⌦. The energy 1 consists of three terms. The
first term, the data term, represents the physical constraints that the observed frame should
be equal to the average of the hidden sub-frames : i(yn

p

) = 1
L

P
L

l=1 i(x
n,l

p

), 8yn
p

2 Y n.
The second term promotes smoothness by favoring an alignment of pixel’s intensities

in the sub-frames along the structure’s progression between the frames. The algorithm
proceeds by finding correspondences between the anisotropic frames using optical flow and
then interpolates them into the sub-frames using bilinear interpolation (see section 3.2).
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Figure 3: An illustration of correspondence interpolation. Left: arrows show correspondences
between original frames; right: arrows shows interpolated correspondences between sub-frames.
The second term of the energy function encourages the corresponding pixels to have low di↵erence
in intensities.

The third term encourages the resulting sub-frames to be smooth to avoid visual arte-
facts. This goal is achieved by minimizing the di↵erence of intensities between the neigh-
boring pixels.
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Here � and � are Lagrange parameters that control the degree of regularization versus
data fidelity. This is a quadratic functional with respect to i(xn,l

q

) and therefore we can
achieve global optimum with any convex optimization technique (we used interior point
method in our experiments).

3.2. Corresponding pixels

How can we find the set ⌦ of corresponding pixels? A central idea of this paper is to
utilize the context of neighboring frames for reconstructing sub-frames. We first find the
correspondences between the pixels in neighboring frames and only after these constraints
have been identified, we interpolate these correspondences through sub-frames.

Assume that we observe the sequence of three images: Y 1, Y 2 ⌘ Y , Y 3. For every pixel
y2
p

of y2 we find the corresponding pixel yk
p

from image yk, k 2 {1, 3} by finding the set

⌦k

Y

= {(y2
p

, yk
q

)|8y2
p

2 Y 2} minimizing optical flow energy:

E
fl
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X
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Here ↵ is a model parameter, ⇢(y
p

, y
q

) is euclidean distance between the pixels y
p

and y
q

in
pixel grid. Optical flow results in good correspondences, even though it allows only integer
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Figure 4: Two fragments of neuronal tissue captured with ssTEM: original sections (left) and one
of sub-frames (right). Arrows point out membranes that were blurred out in the original images and
appear more visible after sub-frame decomposition.

displacements, because the membrane displacements are smooth and need to be estimated
only up to the thickness of a membrane, which is on average 3 to 7 pixels.

As soon as we have corresponding sets ⌦1
Y

and ⌦3
Y

, we can draw a curve ' through
y1
p

to y2
q

and y3
t

for every two correspondings (y1
p

, y2
q

) and (y2
q

, y3
t

). Then we interpolate

the pixels curve ' crosses in hidden sub-slices: x̂1
'(1), . . . , x̂

L

'(L) (see Fig. 3). Then ⌦
'

=

{(x̂l
'(l), x̂

l+1
'(l+1))|l 2 [1, . . . , L� 1]}. The final set ⌦ is a union of all sets ⌦

'

.

If pixel x̂n,l
p

does not fit to the pixel grid, we emply the bilinear interpolation technique

and rewrite it as a weighted sum of direct neighbors in a grid x̂n,l
p

=
P

x2✏(x̂n,l

p

)
w(x, x̂n,l

p

)x,

w(.) � 0,
P

x2✏(x̂n,l

p

)
w(x, x̂n,l

p

) = 1. Here w(x1, x2) is a bilinear weight that is closer to 1

if the distance between x1 and x2 is small and closer to 0 otherwise. We then write the
second set of constraints enforcing that corresponding pixels of sub-frames assume the same
intensity: X

x2✏(x̂n,l

p

)

w(x, x̂n,l
p

)i(x) =
X

x2✏(x̂n,l+1
q

)

w(x, x̂n,l+1
q

)i(x),

8(x̂n,l
p

, x̂n,l+1
q

) 2 ⌦, where ⌦ is a set of all pairs of corresponding pixels.

4. Neuronal Segmentation

We propose a method that first reconstructs hidden sub-frames and uses features that are
evaluated in pixels of recovered sub-frames for classification. Our workflow is illustrated in
Figure 2. For a given section Y n we first recover sub-frames Xn,1, . . . , Xn,L with Super-
Slicing. Then, for every pixel xn,l

p

, l 2 [1, . . . , L] we calculate features '(xn,l
p

), concatenate
the feature vectors and use this extended feature vector as input to a Random Forest (RF)
classifier Breiman (2001).

We select the method parameters � and � as well as optical flow parameter ↵ with cross
validation. We use RF with 255 trees and perform training on 10% of all the pixels. As
features we use per pixel SIFT histograms Lowe (1999) and line filter transforms Sandberg
and Brega (2007) with di↵erent parameters.
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Method Warping error

One-section segmentation Kaynig et al. (2010) 2.876 ⇤ 10�3

Three consecutive sections Laptev et al. (2012) 2.693 ⇤ 10�3

SuperSlicing segmentation 2.384 ⇤ 10�3

Table 1: Warping error on a testing set for one-section segmentation, segmentation based on three
consecutive sections and for SuperSlicing. Our method outperforms the baseline methods by 17%
and 11%, respectively.

5. Experiments

To evaluate our approach we perform experiments on several di↵erent tasks and datasets.
For all of the following experiments we select the method parameters � and � as well as
optical flow parameter ↵ with 5-fold cross validation and with respect to the corresponding
metric used.

5.1. ssTEM imaging and Neuronal Reconstruction

We use publicly available segmentation challenge dataset Cardona and et al. (2010). Fig-
ures 4 and 5 qualitatively shows the results of our algorithm for hidden frame recovery.
Membranes recovered in the sub-frames using SuperSlicing are much sharper than the
ones produced by the baseline methods.

To quantitatively test the approach for neuronal membrane segmentation presented in
section 4, we compare segmentation results with two more methods: RF segmentation based
on only features evaluated in one layer Kaynig et al. (2010), and RF segmentation based on
context from neighboring sections Laptev et al. (2012). For fair comparison we implement
the same set of features for all three methods and use the same RF structure with no
post-processing to measure the impact of SuperSlicing.

As we care about neurons topology, but not pixel-wise reconstruction, we also compare
the results in terms of warping error Jain and et al. (2010). The warping error mea-
sures the topological error between proposed labeling X̂ and a reference labeling X?. It
is evaluated as squared Euclidean distance between X? and the ”best warping” F of X̂
onto X? such that the warping F is from the class ⇤ that preserve topological structure:
min

F2⇤
P

p

�(F (X̂)
p

, X?

p

). For further information about the warping error the interested
reader is referred to Jain and et al. (2010). The results are summarized in table 1. The
results on sub-frame stack produced by SuperSlicing are 17% better than one sections
segmentation and 11% better then the results based on three neighboring sections.

5.2. Natural videos

Rotating Fan We test the proposed algorithm on a rotating fan video from Shahar et al.
(2011) to evaluate our method qualitatively 2. As the rotation speed is higher than the
shutter speed the frame renders blurred fan blades. Based on three neighboring frames and

2. We do not compare with Shahar et al. (2011) directly, as their method operates under di↵erent assump-
tions and, moreover, they provide no quantitative results.
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Figure 5: A qualitative comparison of our method with the baselines. Column (a) shows original
anisotropic sections. Three following column shows L = 3 interpolated frames estimated with: linear
interpolation (b), optical flow warping (c), SuperSlicing (d). Arrows point out blurred membranes
that are better visible after sub-frame reconstruction.
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Figure 6: A comparison of SuperSlicing with the results of alternative methods. Column (a)
shows original frames Y 1, Y 2 and Y 3. Each following column shows three interpolated frames
estimated with: linear interpolation (b), optical flow warping (c), SuperSlicing (d). Arrows point
out that SuperSlicing results in less blurred fan blades.

no prior information we estimate L = 3 hidden sub-frames with linear interpolation, optical
flow interpolation and the proposed method. Figure 6 shows the results of comparison.
As can be seen linear interpolation blurs sub-frames even more. Optical flow interpolation
shows the rotation of the fan, but as the initial frames are blurred, the resulting warping is
blurred as well. SuperSlicing shows superior results: it reconstructs the original shape of
the blades and renders sharp sub-frames.

KTH dataset We perform synthetic experiments on the KTH action database Schuldt
et al. (2004) to quantify the quality of SuperSlicing’s reconstruction. This database
consists of videos recorded at 24 frames per second. We first downsample the frame rate
to 8 frames per second while taking an average of three neighboring frames (low frame rate
videos). Then we reconstruct sub-frames with four di↵erent methods: frame repetition,
linear interpolation, optical flow warping and SuperSlicing. Figure 7 shows qualitative
results for the number of hidden sub-frames equal L = 2 or 3. Boxplots in Fig. 8 visualises
the comparison of peak signal to noise ratio (PSNR) evaluated on 25 frames of video for
L = 3 and L = 2 respectively. SuperSlicing outperforms baseline methods for almost all
frames and the average quantitative results appear to be significantly superior: 23% better
for frame repetition and 10% for both linear interpolation and optical flow warping.

6. Conclusion

This paper addresses the problem of anisotropic data restoration in ssTEM microscopy.
Our main contribution is a method called SuperSlicing that decomposes an observed
anisotropic frame into a sequence of hidden isotropic sub-frames. The proposed method
requires only two neighboring frames to perform the decomposition and it does not assume
any special properties of the data.
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Figure 7: A comparison of our reconstrction results with the results of di↵erent methods and with
ground truth. Top: walking person video reconstruction with L = 3 hidden sub-frames. Bottom:
hand waving person video reconstruction with L = 2 hidden sub-frames. Column (a) shows original
frames Y 1, Y 2 and Y 3 from low frame rate video. Three following column shows L = 3 interpolated
frames estimated with: linear interpolation (b), optical flow warping (c), SuperSlicing (d). Column
(e) shows ground truth from high frame rate video. Our results are less blurred and they are
qualitatively closer to the ground truth than the results of the baseline methods.
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Figure 8: An illustration of quantitative results on KTH videos for di↵erent methods. Left plot:
walking person video with L = 3 hidden sub-frames, right plot: hand waving person video with
L = 2 hidden sub-frames. Each boxplot shows statistics for PSNR (in dB) evaluated for: frame
repetition (1), linear interpolation (2), optical flow warping (3) and our method (4).
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SuperSlicing incorporates two types of constraints. One of them represents physical
properties of the involved imaging technique and the other constraint encourages the pixels
that lie along the progression of objects between the frames to be of the same intensity. In
order to find corresponding pixels we first find optical flow between observed frames and
interpolate the flow into the sub-frames.

Based on SuperSlicing we develop an algorithm for an automatic membrane segmen-
tation in ssTEM sections. We show how to increase the performance of the segmentation
algorithm by decomposing an observed anisotropic frame into isotropic sub-frames. We
demonstrate the quality of the method on publicly available dataset where it performs, in
term of warping error, 17% and 11% better than the baselines.

We also provide both qualitative and quantitative results for videos from the KTH
action video dataset. We artificially synthesize blurred low frame rate video and decompose
it into sub-frames. We evaluate PSNR and compare the results with three di↵erent baseline
methods. Our results are on average 10% better than state-of-the-art.
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Abstract

Connectomics is becoming an increasingly popular area of research. With the recent
advances in optical imaging of the neural activity tens of thousands of neurons can be
monitored simultaneously. In this paper we present a method of incorporating topological
knowledge inside data representation for Random Forest classifier in order to reconstruct
the neural connections from patterns of their activities. Proposed technique leads to the
model competitive with state-of-the art methods like Deep Convolutional Neural Networks
and Graph Decomposition techniques. This claim is supported by the results (5th place
with 0.003 in terms of AUC ROC loss to the top contestant) obtained in the connectomics
competition organized on the Kaggle platform.
Keywords: Random forest, neural connectivity reconstruction, connectome, topological
features

1. Introduction

The study of connectomes is becoming an increasingly popular area of research. With the
recent advances in optical imaging of the neural activity tens of thousands of neurons can
be monitored simultaneously. We are trying to solve an inverse problem: reconstruct the
original direct connections between neurons based on their patterns of activities.

Many tools have been proposed for the neural connectivity reconstruction based on
their time series activity. Used approaches range from simple coe�cients computed for
each pair of signals, like Transfer Entropy (TE) (Honey et al., 2007) and its further mod-
ification – Generalized Transfer Entropy (GTE) (Stetter et al., 2012) to machine learning
approaches designed specifically for this kind of problem, like Friedman et al. Graphical
Lasso model (Friedman et al., 2008). The proposed method exploits multiple causality in-
dices to reconstruct the graph with use of the topological features to indirectly achieve the
similar task to Graphical Lasso. Instead of modifying or developing a new method, we show
how one can manipulate the data representation to make it possible to achieve good results
with use of a standard classification method – Random Forest (Breiman, 2001).

The rest of the paper is structured as follows. Section 2 describes in detail the methods
used by the proposed approach. In Section 3 we show the methodology used for testing

c� 2014 W.M. Czarnecki & R. Jozefowicz.
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the experiments and the comparison of the results. Finally, in Section 4 we summarize our
findings and the properties of the proposed solution.

2. Methods

In the proposed approach, we deal with the neural connectivity reconstruction from the
neurons’ activity time series by modeling it as a simple binary classification problem. Each
pair of neurons is represented by a constant size real vector, where each dimension is one
feature value. In other words, given time series of i’th neuron x

i

we create a point

p
ij

= [f1(xi, xj), f2(xi, xj), · · · , fn(xi, xj)]T 2 Rn,

such that each f
k

is one feature extractor. For simplicity we use the notation f
k

(i, j) :=
f
k

(x
i

, x
j

). Our training set consists of pairs (p
ij

, c
ij

) where c
ij

equals 1 if there is a directed
edge between i’th and j’th neuron, and 0 otherwise.

We have chosen Random Forest (RF) (Breiman, 2001) as the underlying classification
tool due to its high e�ciency and parallelism. We are dealing with the classification problem,
where training set consists of millions of points in the input space with more than a hundred
dimensions. Training other non-linear models (like kernelized SVMs, or even KNN) take
significantly more time. Unfortunately, there are some limitations, which make application
of this model di�cult for a considered problem. Most importantly, RF in its basic, most
e�cient implementation, is unable to use any combination of features to make a decision.
As a result, it is sensitive to relations as simple as linear combinations of the dimensions.
For example, adding f

i

� f
j

can significantly improve the classification process. This also
explains our focus on adding various feature transformations to the input space that would
help the classifier make better decisions. We evaluated many of them and will go into more
detail about the process in the later subsections.

There are two basic types of features extractors used:

• we use existing, well known features including correlation coe�cient or generalized
transfer entropy,

• we introduce topological features, which encode the various graph’s structure infor-
mation in our representation.

Now we briefly describe both types of features.

2.1. E�cient features extraction

The dataset for a single network consists of a time series of neural activities for each of the
1000 neurons. The data itself is simulated but should closely resemble real recordings of
cultured neurons. This allows us to have ground truth of connections, which is desirable for
evaluation purposes. We are given a one hour of recording with 50Hz frequency (approx-
imately 180, 000 data points per neuron) and the goal of the problem is to determine, for
each pair of neurons, whether there is a direct connection between them.

It is worth noting that, in our problem, the average length of neuron’s spike is shorter
than the available frame rate of captured activities. This is a property of the simulator
to model the limited time resolution and not allowing to easily separate individual spikes.
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Because of that, we can safely assume that if the inferred spikes occur more than 2 frames
away, they can be considered independent (not directly influenced).

A simple pre-processing scheme was applied to the raw data in order to retrieve spike
times of the neurons. We looked at the series of the di↵erences of the two consecutive ele-
ments and put them into 2 or 3 buckets (which gave us one level of parameterization) based
on the chosen quantiles from overall network data. Furthermore, as suggested in (Stetter
et al., 2012), we filtered out the points in time in which the mean neural activity exceeded
the chosen threshold.

We have used several di↵erent base predictors that were computed on each pair of the
neural activities (pre-processed):

• Cross-correlation (XC), E[(X �X)(Y � Y )]

• Cross-correlation with a lag of 1 frame (XC-L1)

• Generalized Transfer Entropy (GTE),H(Y t|Y t�1, Y t�2)�H(Y t|Y t�2, Y t�1, Xt�1, Xt),
where H(X) is a Shannon entropy of X

• Information Gain, G(Y t|Y t�1)�G(Y t|Xt, Y t�1), where G(X) is a Gini index (IGG)
or a Shannon entropy of X (IGE)

One notable property of the above metrics is that we compare the values of the two
series at the same point time (Instant Feedback Term - IFT) with the exception of XC-L1.
This is important with the limited resolution of the raw data as the neurons often appear
to spike at the same time on the recording. IFT allows us to capture this information.

With the 5 base algorithms, we considered 2 ways of splitting the raw data into buckets
and 12 di↵erent mean activity thresholds. We used all 120 possible combinations as features
for RF and let the learning algorithm find the best parameters.

Since this is a computationally intensive task we have developed e�cient implemen-
tations of the algorithms in Python with the critical paths written in Cython. A single
method requires 600MB of RAM and about 20 minutes of a single CPU time using mod-
ern hardware, which is orders of magnitude faster than the computation times mentioned
in (Stetter et al., 2012). Furthermore, because of its low memory footprint, the approach
easily scales linearly with the number of available CPU cores. This allowed us to iterate
quickly and evaluate many potential features.

It is also worth mentioning that we have tried many other candidates as base predictors,
including lagged and weighted correlations, Granger causality and GTE on the reversed time
series. We did not notice any significant improvements when using them along with the
chosen features and realized that adding more feature transformations gives us much higher
impact.

Table 1 summarizes the performance of the base predictors. The information gain metric
with Gini index turns out to be used the most in the final model. One explanation of the
poor performance of XC-L1 is the fact that it’s missing the information about the spikes
that appear to occur at the same time (by the definition of the metric). As for GTE, it might
be the case that it’s looking at the values too far out in the past (depends on the values of
three consecutive frames at any given point), which is adding more noise to the predictor. It
could have been more successful if the frame rate was higher. The other explanation could
be that, as noted in (Stetter et al., 2012), with the optimal conditioning level IGE/IGG can
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base feature importance TOP10 TOP50 TOP100
IGG 0.62 9 26 51
IGE 0.18 1 9 27
XC 0.15 0 15 20
XC-L1 0.04 0 0 1
GTE 0.01 0 0 1

Table 1: Analysis of the base features in the final model. TOPX denotes how many features in top
X most important features were using the particular base predictor.

out-perform GTE. Random Forest might be doing a good job in deciding which threshold
is the best for a given network resulting in the superior results of the information gain
methods.

2.2. Random Forest

Random Forest (Breiman, 2001) (RF) is a very successful ensemble learning technique for
both classification and regression problems using decision (or regression) trees. The main
idea behind this algorithm is to perform a bagging (bootstrap aggregation) together with
a random subspaces method. Given a constant B (size of the forest), the tree bagging
performs the following steps:

1. for k = 1 to B

(a) sample with replacement N training samples from T = {(p
ij

, c
ij

)}N
i,j

to create T
i

.

(b) train a decision tree on T
i

and call the resulting predictor t
k

: Rn ! {0, 1}.

2. return predictor

t(p) = arg max
c2{0,1}

v(c, p),

where v(c, p) = |{t
k

(p) = c : k 2 {1, . . . , B}}|.

The only modification that is used in Random Forest is to train a non-classical decision
tree in step 1. (b), namely, at each node split the random subset of features is selected to be
considered. This small modification adds an important regularization to the whole training
process, so the valid choice of the size of this random subset is crucial. For classification
procedure a well known heuristic is to chose a number of features equal to the square root
of the input space. In our solution we tuned this parameter in order to find the most
appropriate size of the random subspaces and found out that in this particular problem the
optimal value is a bit bigger (40).

The choice of such classifier was mainly motivated by:

• its highly parallel structure – each t
k

can be independently trained and evaluated,

• fast training time as the decision trees are very simple classifiers,

• existence of e�cient, free implementations like the one in scikit-learn Pedregosa
et al. (2011),
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• giving a direct estimation of the classification confidence P̂ (c|p) = v(c, p)/B.

• dealing well with missing features (not the case in our scenario, but could be helpful
in general as some statistics may be undefined in border cases).

Unfortunately, RFs have some drawbacks, namely:

• they consist of many metaparameters that have to be tuned,

• they are unable to express any, even linear, combinations of features in general (some
modifications, like Rotation Forests (Rodriguez et al., 2006) have been proposed but
they are much less e�cient).

Both of these problems are solved (to some extent) by introduction of the specific topological
features and a heuristic method of training described in the further sections.

2.3. Random Forest with Topological Features

The true input data has a graphical form, which means that there are important relations
encoded in the mutual location of particular neurons. For example, for the exact causality
detection it is not only important how high are some causality-related features between i’th
and j’th neuron, but also what are the same features computed in the opposite direction.
This leads to the need of incorporating features into the data representation, which include
graph structure and can be directly used by the RF. During heavy testing we have developed
the set of topological features, which significantly increase the model’s quality.

For each particular feature extractor f (being for example GTE with threshold 0.12)
we considered:

• Normalized di↵erence f(i,j)�f(j,i)
f(i,j)+f(j,i) , in order to detect the edge’s direction it is important

to know whether the opposite direction is more or less likely. The normalization helps
to work with wide range of possible f(i, j) values in a uniform way.

• Geometrical closure max
k

p
f(i, k)f(k, j), in order to check whether the high ”causal-

ity” between i’th and j’th neuron is a result of an existence of k’th neuron, through
which the signal actually flows.

• Markov closure
P

k

f(i, k)f(k, j), assuming that we view the whole problem as a kind
of Markov process, where states are describing which neuron spikes, we can compute
the overall probability of going from i’th neuron spike to j’th neuron spike, if f(i, j)
is a transition probability.

• Feature ratios f(i,j)
max

k

f(k,j) ,
f(i,j)

max
k

f(i,k) ,
f(i,j)

max
k

f(i,k)f(k,j) ,
f(i,j)P

k

f(i,k)f(k,j) which were included

due to the limitations of the RF model that was unable to divide two existing features
by themselves.

• Scaled ratios f(i,j)pP
k

f(i,k)f(k,j)
, f(i,j)

(
P

k

(f(i,k)f(k,j))3/2)1/3
, f(i,j)

max
k

p
f(i,k)f(k,j)

to neglect some

scale issues.

• Network Deconvolution: F · (I + F )�1 inspired by Feizi et al. (2013), where F is a
matrix such that F

ij

= f(i, j). If we treat F as a transitive closure of some matrix G
such that lim

n!1Gn = 0 (with some additional assumptions), then the given formula
is an inverse operation to F = G+G2 + · · · = G · (I �G)�1. The intuition behind is
that, in some sense, G captures the direct relationships between the neurons.
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It is worth noting, that each such topological feature adds as many new dimensions,
as there are non-topological features1 in the representation. So, for example, if we have 4
types of features extractors, each with 6 types of some parameters (thresholds), then each
topological feature actually adds 4 ⇥ 6 = 24 new dimensions. However, adding all of such
features would significantly increase the input space size and lead to the weaker classifier
due to the curse of dimensionality. Luckily, RF can be used in a greedy, closed loop manner,
which enables us to iteratively change the data representation.

2.4. Random Forest training with constant representation changes

In order to deal with the increasing number of dimensions as well as the fact, that model’s
metaparameters (number of minimum samples in a leaf, maximum number of features con-
sidered, etc.) heavily depend on the input space dimensionality we propose the following
closed loop process for each new topological features f 0 to be considered and for a represen-
tation � with a model currently scoring s

�

under some metric (like in our case AUC ROC
score).

1. take next f 0,

2. add f 0 to current representation � forming �+
f

0 ,

3. train forest on the whole dataset using �+
f

0 .,

4. Compute the relative feature importances (averaged expected fraction of the samples
features contribute to) for each f 2 �+

f

0 and drop as many worst dimensions, as there
were added by f 0 forming �

f

0 ,

5. evaluate forest using leave-one-out cross validation using �
f

0 getting score s
�

f

0 ,

6. if s
�

f

0 > s
�

then � �
f

0 , s
�

 s
�

f

0 ,

7. goto 1.

It is easy to see that such procedure ensures constant size representation, which reduces
the problem of the high dimensionality and the requirement of constant metaparameters
refitting.

Table 2 summarizes the results of the proposed methodology by providing final impor-
tance of each topological feature in our Random Forest. One interesting phenomenon is
a very high usage of the Minkovsky-like scaling of the Markov closure based ratio. This
may be a result of the minor scaling issues (each network has a bit di↵erent values, this
Minkovsky scaling makes the di↵erences much less significant).

3. Evaluation

The proposed method was evaluated during the connectomics2 competition organized by
Challenges in Machine Learning3 and hosted on the Kaggle4 platform. The duration

1. Except normalized di↵erence which is also applied for all non-symmetrical topological and non-topological
features.

2. http://www.kaggle.com/c/connectomics/
3. http://www.chalearn.org/
4. http://www.kaggle.com

54



Neural Connectivity Reconstruction using Topological Features

topological feature equation importance TOP10 TOP50 TOP100
no topology f(i, j) 0.01 0 0 0

normalized di↵erence f(i,j)�f(j,i)
f(i,j)+f(j,i) 0.06 0 0 4

geometrical closure max
k

p
f(i, k)f(k, j) 0.09 0 4 16

markov closure
P

k

f(i, k)f(k, j) 0.05 0 1 18

feature ratios 1 f(i,j)
max

k

f(k,j) 0.01 0 0 1

feature ratios 2 f(i,j)
max

k

f(i,k) 0.15 1 5 14

feature ratios 3 f(i,j)
max

k

f(i,k)f(k,j) 0.03 0 0 6

feature ratios 4 f(i,j)P
k

f(i,k)f(k,j) 0.04 0 1 18

scaled ratios 1 f(i,j)pP
k

f(i,k)f(k,j)
0.23 3 14 18

scaled ratios 2 f(i,j)

(
P

k

(f(i,k)f(k,j))3/2)1/3
0.46 6 26 33

scaled ratios 3 f(i,j)

max
k

p
f(i,k)f(k,j)

0.05 0 4 10

Table 2: Analysis of the features in the final model. TOPX denotes how many features in top X
most important features were using the particular topology out of the total 535 best features chosen
in the procedure described earlier.

of the contest was 3 months in which the participants were required to submit solutions in
the csv format for the 2 networks. The submitted file should consist of one real number for
each pair (ordered) of neurons of the two held out networks, representing the confidence
of whether there is a directed connection between the given nodes. After each submission,
the participants would receive an instant feedback with the score on one of the held out
networks (Valid). To prevent the overfitting the solutions were ranked based on the scores
of the second network (Test) and the final results were only available after the competition
ended. The metric used for models’ evaluation was an area under the ROC curve, which is
a standard metric in such tasks (Stetter et al., 2012).

We used code written mainly in Python (with Cython elements) with the use of the
numpy, scipy and scikit-learn (Pedregosa et al., 2011) libraries. The tests were per-
formed on the Fermi supercomputer consisting of 64 computational units (eight 8-core pro-
cessors) to exploit the parallel nature of used model. However, it would be also possible to
run the whole solution directly on the GPU units as feature extractors, topological features
and RF training itself can be easily done on the GPU unit (Van Essen et al., 2012).

The dataset used for the evaluation purposes consists of a time series of four (1, 000
neurons each) networks activity. Additional two networks were held out by organizers,
so they were not used during internal evaluation, however, the scores of our final model
are available. Due to our approach, this gives 4, 000, 000 samples of a binary classification
problem.

All metaparameters were fitted using leave-one-out cross validation. We considered each
network as one ”set of samples”, and performed LOO on this level of granularity (so there
were 4 iterations, in each we trained on 3, 000, 000 points and tested on 1, 000, 000, all
coming from never seen before network). The process of adding topological features was
performed according to the scheme from the previous section.
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model (team name at Kaggle) features LOO Valid Test
Logistic Regression basic 0.90245 - -
SVM basic 0.90305 - -
Random Forest basic 0.90910 - -
Random Forest +normalized di↵erence 0.91326 0.91977 0.91720
Random Forest +geometrical closure 0.92635 0.92795 0.92757
Random Forest +markov closure 0.93062 0.93239 0.93250
Random Forest +feature ratios 0.93597 0.93618 0.93634
Random Forest (Lejlot & Rafal) +scaled ratios 0.93781 0.93761 0.93826
Random Forest +network deconvolution 0.94224 0.94239 0.94269
Deep CNN (Lukasz 8000) raw signal - 0.93920 0.93956
Partial Correlations (AAAGV) - - 0.94262 0.94161

Table 3: Results of di↵erent models under AUC ROC metric for leave-one-out cross validation on
4 networks (LOO), hold-out valid (Valid) and test (Test) networks.

Table 3 summarizes the results obtained for the considered models (team Lejlot &
Rafal) as well as two competitors’ approaches. One of them is a Deep Convolutional Neural
Network (Sainath et al., 2013) trained on the pure signal (team Lukasz 8000) and the second
one is a Partial Correlation Estimation Model based on (De La Fuente et al., 2004) (team
AAAGV).

It is worth noting that our simple, RF based approach, where the model is not well suited
neither for the time series processing nor for the graph reconstruction, behaves very well. In
particular, it achieves about 0.001� 0.002 worse results than a deep neural network, being
at the same time much simpler model and implemented in dozens of existing libraries. On
the other hand it achieves score around 0.003 (result on the Valid set seems to be overfitting
due to the great decrease in the result on the test network) from the partial correlations
model.

Our cross-validation scheme estimates the score on hold-out networks really well, sug-
gesting that this RF solution is not overfitting the training data. It was interesting to see
that while we were adding more features, the LOO estimations were getting closer to the
scores on the unseen networks (as can be observed from the table).

It seems to be another proof of wide applicability of Random Forest model, which after
adding topological features is able to compete head-to-head with state-of-the-art methods.

The proposed method achieved 5th place in the competition (losing about 0.003 in terms
of AUC ROC). However, among all best scoring teams, only the proposed approach was
using di↵erent model from Partial Correlations, Network Deconvolution and Deep Convo-
lutional Neural Network.

After the competition ended, we analyzed the performance of a simplified version of the
Network Deconvolution algorithm for a feature extractor, as suggested by one of the con-
testants. It improved our solution further and beating the top result from the competition
by approximately 0.001.
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4. Conclusions

To the best of our knowledge using a binary classifier with topological features is a di↵er-
ent approach than taken by other competitors and to what we could find in the existing
literature. It has also some interesting properties:

• The feature generation and training / prediction of the Random Forest algorithm is
fully parallelizable and it scales linearly with the number available of processors (up
to the point of training one tree, which is on the order of minutes).

• The prediction for the edge between nodes i and j depends only on the metrics for
neighbors of i and j. Due to its local nature it has potential to be applicable for much
larger graphs since we are not required to keep the whole graph in memory. We just
need to be able to compute metrics for the neurons that are “close enough” to i and
j.

• It makes very little assumptions about the underlying neurobiological setting of the
problem and it is based only on the simple characteristics of the data (like correlations
of neural activities). In fact, the only part that is related to neuron activities is the
simple initial filtering and pre-processing. The model behaves very well even though
the spike inference is very basic and far from perfect. It is also easy to explain and
implement.

• The method does not assume the graph to be undirected as opposed to graphical lasso
approach and thus can extract directed relationships between neurons.
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Abstract

This paper focuses on analysing multiple time series relationships such as correlations
between them. We develop a solution for the Connectiomics contest dataset of fluorescence
imaging of neural activity recordings – the aim is reconstruction of the wiring between brain
neurons. The model is implemented to achieve high evaluation score. Our model took the
fourth place in this contest. The performance is similar to the other leading solutions,
thus we showed that deep learning methods for time series processing are comparable to
the other approaches and have wide opportunities for further improvement. We discuss a
range of methods and code optimisations applied for the convolutional neural network for
the time series domain.
Keywords: deep learning, convolutional neural network, multiple time series, classifica-
tion, correlation, connectome

1. Introduction

We implement a model involving a deep learning approach suitable for multiple time series
processing (Bengio, 2009). The developed model is evaluated on the dataset of fluorescence
imaging of neural activity recordings for connection prediction, prepared for the machine
learning contest hosted on the kaggle.com platform. The contest, entitled Connectomics,
was organised by ChaLearn1 in spring 2014. Understanding the exact brain structure is
crucial for research on brain functioning and its learning capabilities. Therefore the aim of
the Connectomics is reconstruction of the wiring between brain neurons, which is achieved
by estimating the correlations of all pairs of cells (i.e. neurons in a real brain) in the
provided network.

2. Dataset and evaluation

The Brain dataset of neural network recordings comes from a simulator (O. Stetter and
Geisel, 2012). The organisers provided several networks, the most important are: four
Normal networks for training, Validation and Test for prediction, each composed of N =
1000 cells. Another type of networks were 6 Small networks, composed of 100 cells. They
required 100 times lower number of predictions, therefore they were good for fast verification
purposes. The length of the activity recordings in all the networks is 180 000 frames, which
were generated by one hour simulation with a 20 ms frame rate. This frame rate is very low,

1. http://www.chalearn.org/

c� 2014 L. Romaszko.
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which makes this task a real challenge. The ground-truth answer is a binary matrix of ones
and zeros. The graph is sparse – the edges constitute 1% of all possible connections. The
prediction is a matrix of N2 values between 0 and 1, indicating a confidence that there is a
connection between given cells. For this binary classification task the standard Area Under
the Receiver Operating Characteristic (ROC) curve scoring measure was used (denoted by
AUC). ROC is a graphical plot that illustrates the performance of a binary classifier, when
applying all possible thresholds. It compares the order of the predicted confidence with
the expected one. It is worth emphasising that the AUC score ranges from 0.5 (random
prediction) to 1.0 (ideal prediction). In this contest, for the specifics of the Normal networks
structure, which are sparse (connections are 1% of all possible edges), the score of 0.8, is
not satisfactory. The score of 0.9, even close to 1.0, would still mean that after applying an
optimal threshold there would be more false positive than true positive connections

The most important for connection detection is communication, which means that the
recorded signals have spikes at the same time. It is worth emphasising that the baseline
Cross-correlation solution is using only this observation. In all of the described approaches
we assume that an activity recording is a discrete derivative of the original values of the
fluorescence signal of a recorded cell. Therefore, a single cell’s activity value at the time
frame i is: recording

i

= FluorescenceRecording
i+1 � FluorescenceRecording

i

. Thus, the
value of recording (discrete derivative) equal to 0 means no change in the activity level of
the given cell. In the provided dataset the activity recording values range from around -0.2
(a drop) to 1.0 (a spike). The absolute value of a drop is much lower than the one of a
spike, since the substance can quickly increase its brightness when provided an input, but
then substance brightness decays slowly.

3. CNN Model

Before proceeding to developing a complex CNN model, we tested a simpler, but a very
promising solution. The learning method used in the solution is straightforward: each
input is encoded into a finite space, with very similar inputs encoded to the same value.
The method remembers the number of positive and negative examples of that particular
encoded value. Therefore it is a simple pattern recogniser, a mock of a CNN.

3.1. The first solution: Basic Approach

The idea behind the method of connection prediction within a pair is to take fragments
of activity recordings (two fragments of recording covering the same period of time, each
from one cell) in order to compute the probability that cells with these exact fragments
are connected. To have a limited number of possible inputs, values of the recordings were
discretised into 4 integer values, representing a drop, no change, a small increase and a
spike. The threshold of a spike and increase (0.3, 0.1) was close to the Cross-correlation
baseline threshold of a spike (0.2), the three thresholds splitting the values into 4 intervals
for discretisation were as follows: -0.05, 0.1, 0.3. The length of one fragment was set to
6, to not exceed the memory allocation limits. Thus the recordings were represented by
4 di↵erent possible values, in total 2 fragments, each fragment of length 6 (total input
length equals 2 · 6 = 12). This led to 412 combinations, which is around 17 million di↵erent
possible inputs. The input values were encoded into 64-bit integer, stored in two 17-million
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elements arrays, representing their #pos and #neg counts. The code was converted to C
using Cython library2, a Python framework for direct translation of a Python code (with
previously assigned types to variables) to C. This decreased execution time by more than
one order of magnitude.

A probability of a pair being connected, based only by its two 6-length signal values,
was defined by the number of positive occurrences in the training dataset (number of cases
that such a pair was connected), #pos, and the negative number of this particular case,
#neg. The confidence was then straightforwardly #pos

#pos+#neg

for the given case of activity
recording. The final confidence for a given directed connection was calculated as an average
of the above confidences through all possible time shifts. We tested the performance of the
Basic Approach on 6 Small networks of 100 cells by comparing the result to the accuracy
of cross-correlation. In Figure 1 we present a comparison of both methods, showing that
the Basic Approach outperforms Cross-correlation baseline provided by the organisers. Our
Basic Approach is better, since it takes into account longer patterns, instead of basing
the prediction on pairs of single values. The Basic Approach is better on average by 3.25
percentage point.

Figure 1: Basic Approach compared to Cross-correlation

The method is simple, however the implementation of optimisations for Cython took
significant amount of time. Despite its simplicity, on the Normal networks the presented
Basic Approach received 90.0% AUC score. It outperforms the baselines (88.3% and 89.3%).
Eventually, together with frame filtering keeping periods of a high activity of the whole
network, which we describe later, the Basic Approach obtained a score of 90.6%, and would
be classified in top 20% of all the submitted solutions.

2. http://www.cython.org/
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3.2. Background on convolutional neural networks

In this section we will present a brief discussion of basics of convolutional neural networks.
They constitute the core of our solution, so we describe their structure properties in detail.
Finally, we present Max-pooling, which is a technique that helps to improve learning.

3.2.1. Convolutional neural networks

A commonly known, standard feed-forward fully connected Neural Network (NN) is a com-
putational model composed of several layers, where each layer has several neurons (units).
An input to a particular unit are outputs of all the units in the previous layer (or input
data for the first layer). The unit output is a single linear regression, to which output value
a specific activation function is applied. Convolutional neural network (CNN) is a type
of NN where the input variables are related spatially to each other. In a standard NN, a
permutation (constant for the whole computation) of input variables does not change the
final accuracy of the NN, since the model treats them equivalently. However, to detect for
example patterns or objects in images, the input (e.g. pixels order in an image) cannot be
permuted, since that will lose spatial dependencies. To take into account very important
spatial positions, CNNs were developed. Not only they are able to detect general spatial
dependencies, but also are capable of specific patterns recognition. Shared weights, rep-
resenting di↵erent patterns, improve the convergence by reducing significantly the number
of parameters. CNN recognise small patterns at each layer, generalising them (detecting
higher order, more complex patterns) in subsequent layers. Usually a small filter of a par-
ticular pattern is applied with all possible shifts to an image. This means that to compute
an output (called a feature map) a layer uses the same filter, defined by its weights. This
allows detection of various patterns and keeps the number of weights to be learnt very low.

3.2.2. Convolutional layer details

A convolutional layer belongs to a CNN and is determined in particular by the number
of filters and their shapes it can learn to recognise patterns. It takes as input fragments
of feature maps produced in the previous layer. Usually, layers are fully-connected, which
means that next layer filters over all the maps from the previous layer. The fragment size
is defined as a 2-dimensional shape. Thus a layer of filter shape [#maps ⇥ 2 ⇥ 3] takes as
input 2 by 3 fragments from each map in the previous layer, and produces a single value
of a new feature map. The number of parameters (weight and bias for each edge) to be
learnt is then 2 · #maps · 2 · 3. The feature map dimension depends on the input dimension
as well as on the filter shape. The filter is applied to all the possible shifts in the previous
map, thus the new dimension is the input dimension decreased by the filter dimension. For
instance, for an input [50⇥ 50] and filter shape [2⇥ 10], the new feature map is [49⇥ 41].
When we say that convolutional layers has N units, it means that each of these N units is
generating a 2-dimensional feature map, resulting in N 2-dimensional feature maps passed
as the output.
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3.2.3. Max-pooling

To improve learning, the concept of max-pooling Y. Boureau and Lecun (2010) has been
developed. To decrease the size of an obtained feature map, it is divided into rectangles
(pools), in image recognition usually into squares [k ⇥ k] where k 2 {2, 3, 4, 5}. Only the
highest activation value of a unit, i.e. a maximal value within the respective rectangle is
preserved. It allows to reduce the size of intermediate representation by k2 in a single layer.
Max-pooling keeps information about the highest matching to the given pattern among the
units within a respective pool, so the information whether a certain pattern was detected in
a given small region is persisted, which is the most important in pattern recognition. While
learning, the errors are only propagated to the position of the maximally activated unit.

3.3. Introduction to CNN Filter and CNN Model

The Basic Approach method had a great number of significant disadvantages due to signif-
icant information loss, therefore we decided to use CNN to detect patterns, which are often
the best state-of-the-art models for patterns recognition (D.C. Ciresan and Schmidhuber,
2012). We based our initial CNN structure on the network called Lenet5, which is a CNN
designed for digit recognition by LeCun (Y. LeCun and Ha↵ner, 1998) . That network
achieves an error rate below 0.9% in the MNIST dataset. We adapted an implementation
of Lenet5 for our task of time series processing. Our CNN is composed of five layers: three
convolutional layers, then one fully connected standard layer and Softmax. The Softmax
function is numerically stable and is commonly used for the classification. It maps n-length
input into c classes, the output are probabilities of each class. In our case the Softmax layer
has two outputs, one for negative and one for positive class. In this paper by [N ⇥M ] we
denote a 2-dimensional matrix. It has N rows, each of a length M . [K ⇥N ⇥M ] denotes
K 2-dimensional matrices. A Unit is the another name for a neuron in a CNN.

The learning was performed using 1.2 million of examples, 96% of which were used to
learn and 4% to evaluate accuracy of the network during learning. From now on we assume
that training is performed using one of the Normal brain network recordings (network:
Normal1 ). The number of positive and negative examples is equal, even in the network
they are in the ratio 1 to 100. Moreover, all pairs were included the same number of times
in their class – for example, if there are 10 000 connected pairs, and we want 30 000 examples
in the training dataset, we create 3 examples composed of signals of each pair, starting at
di↵erent time. The time-shift, i.e. a frame which fragment starts at, for each example was
chosen uniformly at random. This condition is important since if all pairs started in some
selected frame, e.g. in the first, the network would overfit to match positions of spikes.
Learning was performed by optimisation of all CNN weights by Gradient Descent algorithm
(Y. LeCun and Ha↵ner, 1998). Below, we refer to a trained CNN as to the CNN Filter,
since it predicts a probability based on a partial input. The CNN Model is a whole solution
of data pre-processing, training and prediction. Within it, the CNN Filter is applied to a
pair of fragments of recordings, alike in the Basic Approach. Figure 2 presents the simplified
workflow of our solution. In the CNN Model, a final confidence prediction for a particular
pair is an average probability, assessed by applying the CNN Filter to di↵erent periods of
recordings, shifted each time by a constant number of frames, covering the whole input. A
single pass is an evaluation of all the pairs starting in a given time frame. We perform a
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few passes for each pair. The number of passes could by arbitrary, but at least should cover
whole input. For the provided networks the minimal number was 5 (input after filtering of
length 1500, 330 CNN Filter input). However, assessing the input in equal shifts would cause
that some parts of the input would be assessed twice, and other parts only once. Increasing
the number of passes improves the accuracy and makes the number of assessments more
uniform, finally we perform 14 passes, since we tested that was comparable with the higher
number of passes.

Figure 2: CNN Model - simplified workflow

3.4. CNN Filter key time series processing methods

3.4.1. Spatial representation

The initial idea was to incorporate time information by providing fragments in a two-
dimensional matrix ([2⇥ length]). To take into consideration these time dependencies while
learning, filters in the first layer cover both recordings simultaneously. The detected patterns
are then combined in the next, higher level layers. In addition to the two rows representing
a pair of signals, a third row was computed. It was computed during the pre-processing,
based on the whole network data and each time added to the two rows as an additional
feature. This row includes overall (the whole) network activity increase in a respective
frame. The overall activity is defined as: the total change in the network activity, which
equals to the sum of activity recordings of all cells in a respective frame. This allows the
CNN filter to learn the network di↵erent behaviour depending on its activity level. This led
to a major improvement in accuracy, since it significantly enhances distinguishing di↵erent
states of a network. We tested that applying two filters of height 2, and subsequently again
a filter of height 2 in the next layer gave much better result, than just a filter of height 3
in the first layer. CNN was able to learn simple patterns and then predict more accurately
by learning their combinations in the second layer. Also, better results were achieved when
the second layer had more units (number of combinations) than when more units were set
in the first layer. Moreover, the third row of network activity is adjacent only to one of
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the cell signals, which occurred that was su�cient, since the network already had that data
provided to infer dependencies.

3.4.2. Filtering

The brain time series exhibit two regimes: high activity, when an external input was given
to the network, and the low activity, when signal amplitudes are low, mixed with the noise.
During short periods of high activity, cells activity is several times higher than normally,
which enhances detection of interdependencies. The method of filtering performed during
pre-processing consist in keeping only the fragments of high activity, above a particular
threshold. The cut fragments were glued together in their appearing order. This method
reduces the frames number, in our case, to only around 1% of the initial number of frames
in the provided dataset. The network overall activity is defined as total increase in cells
activities, which equals to the sum of activity recordings of all cells. The threshold value
of 20 (which means that the average of activity recordings in that frame is higher than
0.02) was selected based on local validation. This parameter had to be chosen purely by
local validation, moreover, increasing the threshold value preserves even more active time
frames (increases accuracy) but the input data amount is smaller (decreases accuracy).
Lowering this parameters changes the above properties in the opposite way, which to a
certain extent reduce themselves and the accuracy is similar. Therefore the exact value was
not that important, the most important was preserving only the most active fragments, i.e.
around 1% of the total input. Without filtering, the communication is very rare, and CNN
would not be able to learn properly (since in many positive examples there would be no
communication in the non-filtered recordings).

3.4.3. Proper activation functions

One of the important decisions related to CNN was setting proper activation functions in
the units. We started with default hyperbolic tangent (tanh, �x. e

2x�1
e

2x+1
) activation function,

afterwards tested other ones. Finally, the most common one, tanh activation function is
used in first convolutional layer, while Rectified Linear Unit (ReLU, �x.max(0, x)) in the
next two convolutional layers. The latter activation function is often suggested as closer to
biological behaviour Nair and Hinton (2010). Since positive indications of correlation should
be additive it occurred that using ReLU improved the result. Indeed, ReLU’s additive
behaviour can improve the positive patterns detection. Suppose that there is a pattern
which indicates a correlation, suppose also that the fragment is this pattern’s negative,
thus obtains a very low, negative score. However, this is not interesting since it does not
match the pattern. Therefore, we do not want to allow an input from the previous layer,
which may be accidental and it is not an implication of a lower correlation, to reduce the
correlation confidence detected in other filters. ReLU units allow to disregard values which
were not positive, therefore a particular unit value is computed based on a weighted sum
of the positive scores in the previous layer.
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3.4.4. Improvement of the CNN Filter

The data was normalised (mean 0, standard deviation 1), what increased learning speed.
The same normalisation factors, saved during pre-processing training dataset, were used
when normalising test networks.

Afterwards, we substantially improved the network structure. Firstly, we did not apply
max-pooling in the first two layers, since the frequency was low compared to cells commu-
nication speed. We wanted to keep all the available information, which was already in very
low resolution. However, we used max pooling in the last convolutional layer, with a rather
high information loss, of length 10 ([1 ⇥ 10]). It allowed to select most interesting cases,
i.e. to update the weights based on the correlations indication, which had a much higher
probability of occurring in the 10-length span. Max-pooling should allow to update the
network parameters according to those true correlation indicators. Since the errors are only
propagated to the position of the maximally activated unit, it is highly probable that in a
wider span there will exist a strong indication of a communication between cells, especially
since the data is composed of a high activity periods. Gradient Descent (hereafter GD)
will calculate the derivative only based on the maximal ones, thus a possible correlation
indicators, on the contrary of performing it based on each input value and regardless its
relevance.

Another method applied to improve learning, was momentum Polyak (1964). GD per-
forms steps based on the derivative which has a dimension of a number of parameters and
updates each respective parameter independently. With the momentum, GD algorithm up-
dates are based mainly on the previous one, refreshed according to the current gradient.
This method allows avoiding local extrema, since a few wrong gradients will not a↵ect the
final step direction. We could explain the momentum by a physical movement: when using
the momentum, GD steps over time act like a velocity, whilst gradient updates like an
acceleration.

# Layer type Units A.F. Max-pool. Filter shape Outgoing dimensions

0 Input – – – – (input) [3⇥ 330]

1 Convolutional 18 tanh None [1⇥ 2⇥ 5] [18⇥ 2⇥ 326]

2 Convolutional 40 ReLU None [18⇥ 2⇥ 5] [40⇥ 1⇥ 322]

3 Convolutional 15 ReLU [1⇥ 10] [40⇥ 1⇥ 1] [15⇥ 1⇥ 32]

4 Standard 100 tanh – – [100]

5 Softmax – – – – (output, 2 classes) [2]

Table 1: CNN Filter details

A.F. denotes activation function. Outgoing dimensions is passed to the next layer. Layer 3
has last outgoing dimension equal to 32 due to max pooling, i.e. 322 div 10 = 32.

3.5. CNN Filter structure

After presenting all the aforementioned crucial CNN features, we can describe the exact
setup of the CNN structure. The number of frames passed to the input is 330. This number
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was selected based on local validation and the available memory limit, to keep the input
length and dataset size high but balanced. The input length, changed within a range of
one hundred is almost not influencing the final result, since decreasing (slightly) the length
by a factor p (decreases accuracy) would allow a p times larger dataset size for training
(increases accuracy). This length of 330 covers around 20% of total simulation time after
frame-filtering. The first two rows are cell signals, the third row is overall network activity,
which results in an input of 3 by 330 dimension. The network parameters were chosen to
get the highest score when tested on Normal networks. Finally, the subsequent network
layers are presented in Table 1. Please note that number of units in convolutional layers
equals their feature maps number.

Figure 3: CNN structure

The final structure can be inferred from Figure 3, which also presents some extra vi-
sualisations, e.g. the small green square represents a single value in a single feature map,
calculated by applying a filter of [18⇥ 2⇥ 5] weights (which are this feature map’s parame-
ters to be learnt during training) to all of the feature maps in the previous layer. Regarding
learning settings, the learning rate was set to 0.05, linearly decreasing to 0.01; momentum
to 0.5, increasing to almost 1.0 in the last epoch.
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To improve the final result we computed 8 separate outputs (Krogh and Vedelsby, 1995)
using di↵erent seeds to the random number generator. These outputs where aggregated by
averaging predicted values of each pair. It occurred that using two times more outputs for
averaging increases the final score by a slightly more than 0.1 percentage point. Since one
output was around 93.6%, two outputs gave around 93.7%, four 93.85% and finally eight
the result close to 94.0%, which increased the initial score by almost 0.4 percentage point.

3.6. On the CNN Model implementation and development

Architecture and performance The code is written in Python, using the Numerical
Python (NumPy) library for numerical operations. To allow parallel execution of the code
on a graphic card’s GPU (Graphics Processing Unit), we use Python library, Theano.
Execution was performed on a fast graphic card nVidia K20 with 5 GB memory on board.
A computation of one epoch, which processes over one million examples, lasts about 30
minutes. Number of epochs was set to 20, so it took around 10 hours for the training
process. Total execution time for the whole workflow was 15 hours. Please note that in
one CNN Model run, we evaluate four networks, each by performing 14 passes. This leads
to a huge number of 56 million CNN Filter applications, each composed of thousands of
computations.

Spatial representation optimisation An important major improvement regarding im-
plementation is how to perform fast creation of pairs in Theano, without copying the values.
The input dimension is [3⇥330], two signals and activity level row. One pass is composed of
1000 iterations (batches), where each batch is assessing 1000 pairs (input examples). Even
if the model computation for a given pair is optimised, the significant time is wasted for
preparing the input for CNN Filter by storing the input values directly. We solved this
problem in the following way: instead of copying all triples of fragments, we stored the
data in a form of three columns (tensors), each column with 1000 rows, each row of length
330. All cells signal values for that particular pass is denoted by all signals. The second
column is a tile of a cell’s signal fragment, current cell signal. In one iteration we assess
all connections incoming to that cell. The value of current cell signal is updated in each
iteration. The third column is composed of network act, network overall activity row, also
tiled. T denotes Theano.Tensor module, T.horizontal stack() concatenates given rows
and T.tile() virtually copies (tiles) a row given number of times in two dimensions, in our
case, in one dimension, 1000 times vertically. The result is an array [1000⇥ 330], each row
with the same values. All three fragments are joined by:
T.horizontal stack( all signals,T.tile(current cell signal, (1000, 1)),

T.tile(network act, (1000, 1))).
The above expression is a tensor [1000⇥ 990], each row of three concatenated signal rows.
This tensor is passed to the predicting function, which executes CNN prediction for each
row. Each row is reshaped during execution to match the [3⇥ 330] dimension. Thus during
the whole pass, this improvement decreased the number of copied fragments in one pass by
a factor of 1000 (from 2, 001, 000 to 2001), which significantly decreased execution time of
our 56 million CNN Filter evaluations in the CNN Model run.
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4. Results

The error rate of the binary classification using our CNN Filter was around 12.5%. Figure 4
presents the error on validation dataset, evaluated during learning. It can be inferred that
a comparable convergence results could be achieved at 7-th epoch, but we aimed to increase
the accuracy as much as possible. Table 2 presents the score obtained by the CNN Model
trained through a particular number of epochs. After 10-th epoch the accuracy increases
very slowly, therefore we stop training after 20 epochs. There is no overfitting since the
number of parameters is moderate compared to the 1.2 million examples in the training
dataset due to shared weights. It would be not reasonable to run the training much longer,
since better results could be achieved by an average of two predictions instead of an output
generated by one model trained two times longer.

Figure 4: Error rate on a validation set through
20 epochs of learning

# of epochs AUC score in %

1 92.5

2 93.0

4 93.3

10 93.5

20 93.6

Table 2: The AUC score obtained after training
the model through a particular number of epochs.

Solution AUC score in %

1st place (Team: AAAGV) 94.2

Our CNN Model (4th place, team: Lukasz 8000) 94.0

10th place 92.8

Our Basic Approach (with the filtering) 90.6

30th place 90.4

Baseline: GTE 89.3

Baseline: Cross-correlation 88.3

Table 3: Results – comparison of our solutions and top Contest solutions

The result of a single run of our CNN Model was 93.6%, and averaging the 8 outputs
increased the accuracy from 93.6% to 94.0%. The score of 94.0% is therefore the final
Contest result. The final results of the contest are presented in Table 3. The CNN Model
significantly outperforms the baselines: Cross-correlation (AUC score 88.3%) and Gener-
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alised Transfer Entropy (score 89.3%), as well as our Basic Approach (90.6%). Our Model
took the fourth place in the Contest out of 144 teams, achieving accuracy comparable to
the other top solutions, where the best solution achieved 94.2% AUC score. On the Vali-
dation network the solution took the third place. Since the di↵erences between the results
of the top solutions were marginal, we can expect that further exploration of deep learning
methods can outperform signal processing techniques.

5. Conclusions

It is worth emphasising that we developed a pure deep learning solution. Incorporation
of signal pre-processing methods into our approach might significantly improve its perfor-
mance. We would get also a higher score, when more output were used for averaging. To
conclude, the results are promising, especially because deep learning methods are often the
best current state-of-the-art approaches in pattern recognition. Due to CNNs complexity,
these models provide a wide range of possibilities of further enhancement and additional
experiments. Since such models could outperform current methods in various domains of
time series analysis, their more in-depth inspection is left for prospective research.
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Abstract

In this work, we propose a simple yet e↵ective solution to the problem of connectome
inference in calcium imaging data. The proposed algorithm consists of two steps. First,
processing the raw signals to detect neural peak activities. Second, inferring the degree of
association between neurons from partial correlation statistics. This paper summarises the
methodology that led us to win the Connectomics Challenge, proposes a simplified version
of our method, and finally compares our results with respect to other inference methods.
Keywords: Connectomics - Network inference - Partial correlation

1. Introduction

The human brain is a complex biological organ made of about 100 billion of neurons, each
connected to, on average, 7,000 other neurons (Pakkenberg et al., 2003). Unfortunately,
direct observation of the connectome, the wiring diagram of the brain, is not yet technically
feasible. Without being perfect, calcium imaging currently allows for real-time and si-
multaneous observation of neuron activity from thousands of neurons, producing individual
time-series representing their fluorescence intensity. From these data, the connectome infer-
ence problem amounts to retrieving the synaptic connections between neurons on the basis
of the fluorescence time-series. This problem is di�cult to solve because of experimental
issues, including masking e↵ects (i.e., some of the neurons are not observed or confounded
with others), the low sampling rate of the optical device with respect to the neural activity
speed, or the slow decay of fluorescence.

Formally, the connectome can be represented as a directed graph G = (V,E), where
V is a set of p nodes representing neurons, and E ✓ {(i, j) 2 V ⇥ V } is a set of edges
representing direct synaptic connections between neurons. Causal interactions are expressed
by the direction of edges: (i, j) 2 E indicates that the state of neuron j might be caused
by the activity of neuron i. In those terms, the connectome inference problem is formally
stated as follows: Given the sampled observations {xt

i

2 R|i 2 V, t = 1, . . . , T} of p neurons
for T time intervals, the goal is to infer the set E of connections in G.

In this paper, we present a simplified - and almost as good - version of the winning
method1 of the Connectomics Challenge2, as a simple and theoretically grounded approach

1. Code available at https://github.com/asutera/kaggle-connectomics
2. http://connectomics.chalearn.org

c� 2014 A. Sutera et al.
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(a) Raw signal (b) Low-pass filter f1 (c) High-pass filter g

(d) Hard-threshold filter h (e) Global regularization w

Figure 1: Signal processing pipeline for extracting peaks from the raw fluorescence data.

based on signal processing techniques and partial correlation statistics. The paper is struc-
tured as follows: Section 2 describes the signal processing methods applied on fluorescent
calcium time-series; Section 3 then presents the proposed approach and its theoretical prop-
erties; Section 4 provides an empirical analysis and comparison with other network inference
methods, while finally, in Section 5 we discuss our work and provide further research direc-
tions. Additionally, Appendix A further describes, in full detail, our actual winning method
which gives slightly better results than the method presented in this paper, at the cost of
parameter tuning. Appendix B provides supplementary results on other datasets.

2. Signal processing

Under the simplifying assumption that neurons are on-o↵ units, characterised by short
periods of intense activity, or peaks, and longer periods of inactivity, the first part of our
algorithm consists of cleaning the raw fluorescence data. More specifically, time-series are
processed using standard signal processing filters in order to : (i) remove noise mainly due to
fluctuations independent of calcium, calcium fluctuations independent of spiking activity,
calcium fluctuations in nearby tissues that have been mistakenly captured, or simply by
the imaging process ; (ii) to account for fluorescence low decay ; and (iii) to reduce the
importance of high global activity in the network. The overall process is illustrated in
Figure 1.

As Figure 1(a) shows, the raw fluorescence signal is very noisy due to light scattering
artifacts that usually a↵ect the quality of the recording (Lichtman and Denk, 2011). Ac-
cordingly, the first step of our pipeline is to smoothe the signal, using one of the following
low-pass filters for filtering out high frequency noise:

f1(x
t

i

) = xt�1
i

+ xt
i

+ xt+1
i

, (1)

f2(x
t

i

) = 0.4xt�3
i

+ 0.6xt�2
i

+ 0.8xt�1
i

+ xt
i

. (2)
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These filters are standard in the signal processing field (Kaiser and Reed, 1977; Oppenheim
et al., 1983). For the purposes of illustration, the e↵ect of the filter f1 on the signal is shown
in Figure 1(b).

Furthermore, short spikes, characterized by a high frequency, can be seen as an indirect
indicator of neuron communication, while low frequencies of the signal mainly correspond
to the slow decay of fluorescence. To have a signal that only has high magnitude around
instances where the spikes occur, the second step of our pipeline transforms the time-series
into its backward di↵erence

g(xt
i

) = xt
i

� xt�1
i

, (3)

as shown in Figure 1(c).
To filter out small variations in the signal obtained after applying the function g, as well

as to eliminate negative values, we use the following hard-threshold filter

h(xt
i

) = xt
i

1(xt
i

� ⌧) with ⌧ > 0, (4)

yielding Figure 1(d) where ⌧ is the threshold parameter and 1 is the indicator function. As
can be seen, the processed signal only contains clean spikes.

The objective of the last step of our filtering procedure is to decrease the importance of
spikes that occur when there is high global activity in the network with respect to spikes
that occur during normal activity. Indeed, we have conjectured that when a large part of
the network is firing, the rate at which observations are made is not high enough to be able
to detect interactions, and that it would therefore be preferable to lower their importance
by changing their magnitude appropriately. Additionally, it is well-known that neurons may
also spike because of a high global activity (Stetter et al., 2012). In such context, detecting
pairwise neuron interactions from the firing activity is meaningless. As such, the signal
output by h is finally applied to the following function

w(xt
i

) = (xt
i

+ 1)
1+ 1P

j

x

t

j , (5)

whose e↵ect is to magnify the importance of spikes that occur in cases of low global activity
(measured by

P
j

xt
j

), as observed, for instance, around t = 4s in Figure 1(e). Note the

particular case where there is no activity, i.e.,
P

j

xt
j

= 0, is solved by setting w(xt
i

) = 1.
To summarise, the full signal processing pipeline of our simplified approach is defined

by the composed function w �h� g �f1 (resp. f2). When applied to the raw signal of Figure
1(a), it outputs the signal shown in Figure 1(e).

3. Connectome inference from partial correlation statistics

Our procedure to infer connections between neurons first assumes that the (filtered) fluores-
cence concentrations of all p neurons at each time point can be modelled as a set of random
variables X = {X1, . . . , Xp

} that are independently drawn from the same time-invariant
joint probability distribution P

X

. As a consequence, our inference method does not exploit
the time-ordering of the observations (although time-ordering is exploited by the filters).
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Given this assumption, we then propose to use as a measure of the strength of the
connection between two neurons i and j, the Partial correlation coe�cient p

i,j

between
their corresponding random variables X

i

and X
j

, defined by:

p
i,j

= �
⌃�1
ijq

⌃�1
ii

⌃�1
jj

, (6)

where ⌃�1, known as the precision or concentration matrix, is the inverse of the covariance
matrix ⌃ of X. Assuming that the distribution P

X

is a multivariate Gaussian distribution
N (µ,⌃), it can be shown that p

i,j

is zero if and only if X
i

and X
j

are independent given all
other variables in X, i.e., X

i

? X
j

|X�i,j where X�i,j = X \ {X
i

, X
j

}. Partial correlation
thus measures conditional dependencies between variables ; therefore it should naturally
only detect direct associations between neurons and filter out spurious indirect e↵ects. The
interest of partial correlation as an association measure has already been shown for the
inference of gene regulatory networks (De La Fuente et al., 2004; Schäfer and Strimmer,
2005). Note that the partial correlation statistic is symmetric (i.e. p

i,j

= p
j,i

). Therefore,
our approach cannot identify the direction of the interactions between neurons. We will see
in Section 4 why this only slightly a↵ects its performance, with respect to the metric used
in the Connectomics Challenge.

Practically speaking, the computation of all p
i,j

coe�cients using Equation 6 requires
the estimation of the covariance matrix ⌃ and then computing its inverse. Given that
typically we have more samples than neurons, the covariance matrix can be inverted in a
straightforward way. We nevertheless obtained some improvement by replacing the exact
inverse with an approximation using only the M first principal components (Bishop, 2006)
(with M = 0.8p in our experiments, see Appendix C).

Finally, it should be noted that the performance of our simple method appears to be
quite sensitive to the values of parameters (e.g., choice of f1 or f2 or the value of the
threshold ⌧) in the combined function of the filtering and inferring processes. One approach,
further referred to as Averaged Partial correlation statistics, for improving its robustness
is to average correlation statistics over various values of the parameters, thereby reducing
the variance of its predictions. Further details about parameter selection are provided in
Appendix A.

4. Experiments

Data and evaluation metrics. We report here experiments on the normal-1,2,3, and
4 datasets provided by the organisers of the Connectomics Challenge (see Appendix B
for experiments on other datasets). Each of these datasets is obtained from the simulation
(Stetter et al., 2012) of di↵erent neural networks of 1,000 neurons and approximately 15,000
edges (i.e., a network density of about 1.5%). Each neuron is described by a calcium
fluorescence time-series of length T = 179500. All inference methods compared here provide
a ranking of all pairs of neurons according to some association score. To assess the quality
of this ranking, we compute both ROC and precision-recall curves against the ground-
truth network, which are represented by the area under the curves and respectively denoted
AUROC and AUPRC. Only the AUROC score was used to rank the challenge participants,
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Table 1: Top: Performance on normal-1,2,3,4 with partial correlation and di↵erent filtering func-
tions. Bottom: Performance on normal-1,2,3,4 with di↵erent methods.

AUROC AUPRC
Method \ normal- 1 2 3 4 1 2 3 4

No filtering 0.777 0.767 0.772 0.774 0.070 0.064 0.068 0.072
h � g � f1 0.923 0.925 0.923 0.922 0.311 0.315 0.313 0.304
w � h � g � f1 0.931 0.929 0.928 0.926 0.326 0.323 0.319 0.303
+ PCA 0.932 0.930 0.928 0.926 0.355 0.353 0.350 0.333
Averaging 0.937 0.935 0.935 0.931 0.391 0.390 0.385 0.375
Full method 0.943 0.942 0.942 0.939 0.403 0.404 0.398 0.388
PC 0.886 0.884 0.891 0.877 0.153 0.145 0.170 0.132
GTE 0.890 0.893 0.894 0.873 0.171 0.174 0.197 0.142
GENIE3 0.892 0.891 0.887 0.887 0.232 0.221 0.237 0.215

but the precision-recall curve has been shown to be a more sensible metric for network
inference, especially when network density is small (see e.g., Schrynemackers et al. (2013)).
Since neurons are not self-connected in the ground-truth networks (i.e., (i, i) 62 E, 8i 2 V ),
we have manually set the score of such edges to the minimum possible association score
before computing ROC and PR curves.

Evaluation of the method. The top of Table 1 reports AUROC and AUPRC for all four
networks using, in each case, partial correlation with di↵erent filtering functions. Except for
the last two rows that use PCA, the exact inverse of the covariance matrix was used in each
case. These results clearly show the importance of the filters. AUROC increases in average
from 0.77 to 0.93. PCA does not really a↵ect AUROC scores, but it significantly improves
AUPRC scores. Taking the average over various parameter settings gives an improvement
of 10% in AUPRC but only a minor change in AUROC. The last row (“Full method”) shows
the final performance of the method specifically tuned for the challenge (see Appendix A
for all details). Although this tuning was decisive to obtain the best performance in the
challenge, it does not significantly improve either AUROC or AUPRC.

Comparison with other methods. At the bottom of Table 1, we provide as a com-
parison the performance of three other methods: standard (Pearson) correlation (PC),
generalised transfer entropy (GTE), and GENIE3. ROC and PR curves on the normal-2
network are shown for all methods in Figure2. Pearson correlation measures the uncon-
ditional linear (in)dependence between variables and it should thus not be able to filter
out indirect interactions between neurons. GTE (Stetter et al., 2012) was proposed as a
baseline for the challenge. This method builds on Transfer Entropy to measure the associ-
ation between two neurons. Unlike our approach, it can predict the direction of the edges.
GENIE3 (Huynh-Thu et al., 2010) is a gene regulatory network inference method that was
the best performer in the DREAM5 challenge (Marbach et al., 2012). When transposed to
neural networks, this method uses the importance score of variable X

i

in a Random Forest
model trying to predict X

j

from all variables in X \X
j

as a confidence score for the edge
going from neuron i to neuron j. However, to reduce the computational cost of this method,
we had to limit each tree in the Random Forest model to a maximum depth of 3. This
constraint has a potentially severe e↵ect on the performance of this method with respect to

75



Sutera et al.

(a) ROC curves (b) Precision-recall curves

Figure 2: ROC (left) and PR (right) curves on normal-2 for the compared methods. Areas under
the curves are reported in the legend.

the use of fully-grown trees. PC and GENIE3 were applied to the time-series filtered using
the functions w � h � g and h � g � f1 (which gave the best performance), respectively. For
GENIE3, we built 10,000 trees per neuron and we used default settings for all other param-
eters (except for the maximal tree depth). For GTE, we reproduced the exact same setting
(conditioning level and pre-processing) that was used by the organisers of the challenge.

Partial correlation and averaged partial correlation clearly outperform all other methods
on all datasets (see Table 1 and Appendix B). The improvement is more important in terms
of AUPRC than in terms of AUROC. As expected, Pearson correlation performs very poorly
in terms of AUPRC. GTE and GENIE3 work much better, but these two methods are
nevertheless clearly below partial correlation. Among these two methods, GTE is slightly
better in terms of AUROC, while GENIE3 is significantly better in terms of AUPRC. Given
that we had to limit this latter method for computational reasons, these results are very
promising and a comparison with the full GENIE3 approach is certainly part of our future
works.

The fact that our method is unable to predict edge directions does not seem to be
a disadvantage with respect to GTE and GENIE3. Although partial correlation scores
each edge, and its opposite, similarly, it can reach precision values higher than 0.5 (see
Figure 2(b)), suggesting that it mainly ranks high pairs of neurons that interact in both
directions. It is interesting also to note that, on normal-2, a method that perfectly predicts
the undirected network (i.e., that gives a score of 1 to each pair (i, j) such that (i, j) 2 E
or (j, i) 2 E, and 0 otherwise) already reaches an AUROC as high as 0.995 and an AUPRC
of 0.789.

5. Conclusions

In this paper, we outlined a simple but e�cient methodology for the problem of connectome
inference from calcium imaging data. Our approach consists of two steps: (i) processing
fluorescence data to detect neural peak activities; and (ii) inferring the degree of association
between neurons from partial correlation statistics. Its simplified variant outperforms other
network inference methods while its optimized version proved to be the best method on the
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Connectomics Challenge. Given its simplicity and good performance, we therefore believe
that the methodology presented in this work would constitute a solid and easily-reproducible
baseline for further work in the field of connectome inference.
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Appendix A. Description of the “Full method”

This section provides a detailed description of the method specifically tuned for the Con-
nectomics Challenge. We restrict our description to the di↵erences with respect to the
simplified method presented in the main paper. Most parameters were tuned so as to maxi-
mize AUROC on the normal-1 dataset and our design choices were validated by monitoring
the AUROC obtained by the 145 entries we submitted during the challenge. Although the
tuned method performs better than the simplified one on the challenge dataset, we believe
that the tuned method clearly overfits the simulator used to generate the challenge data
and that the simplified method should work equally well on new independent datasets. We
nevertheless provide the tuned method here for reference purposes. Our implementation of
the tuned method is available at https://github.com/asutera/kaggle-connectomics.

This appendix is structured as follows: Section A.1 describes the di↵erences in terms
of signal processing. Section A.2 then provides a detailed presentation of the averaging
approach. Section A.3 presents an approach to correct the p

i,j

values so as to take into
account the edge directionality. Finally, Section A.4 presents some experimental results to
validate the di↵erent steps of our proposal.

A.1. Signal processing

In Section 2, we introduced four filtering functions (f , g, h, and w) that are composed in
sequence (i.e., w �h� g �f) to provide the signals from which to compute partial correlation
statistics. Filtering is modified as follows in the tuned method:

• In addition to f1 and f2 (Equations 1 and 2), two alternative low-pass filters f3 and
f4 are considered:

f3(x
t

i

) = xt�1
i

+ xt
i

+ xt+1
i

+ xt+2
i

, (7)

f4(x
t

i

) = xt
i

+ xt+1
i

+ xt+2
i

+ xt+3
i

. (8)

• An additional filter r is applied to smoothe di↵erences in peak magnitudes that might
remain after the application of the hard-threshold filter h:

r(xt
i

) = (xt
i

)c, (9)

with c = 0.9.

• Filter w is replaced by a more complex filter w⇤ defined as:

w⇤(xt
i

) = (xt
i

+ 1)

✓
1+ 1P

j

x

t

j

◆
k(
P

j

x

t

j

)

(10)

where the function k is a piecewise linear function optimised separately for each filter
f1, f2, f3 and f4 (see the implementation for full details). Filter w in the simplified
method is a special case of w⇤ with k(

P
j

xt
j

) = 1.

The pre-processed time-series are then obtained by the application of the following function:
w⇤ � r � h � g � f

i

(with i = 1, 2, 3, or 4).

79

https://github.com/asutera/kaggle-connectomics


Sutera et al.

A.2. Weighted average of partial correlation statistics

As discussed in Section 3, the performance of the method (in terms of AUROC) is sensitive
to the value of the parameter ⌧ of the hard-threshold filter h (see Equation 4), and to the
choice of the low-pass filter (among {f1, f2, f3, f4}). As in the simplified method, we have
averaged the partial correlation statistics obtained for all the pairs (⌧, low-pass filter) 2
{0.100, 0.101, . . . , 0.209}⇥ {f1, f2, f3, f4}.

Filters f1 and f2 display similar performances and thus were given similar weights (i.e.,
resp. 0.383 and 0.345). These weights were chosen equal to the weights selected for the
simplified method. In contrast, filters f3 and f4 turn out, individually, to be less competitive
and were therefore given less importance in the weighted average (i.e., resp. 0.004 and
0.268). Yet, as further shown in Section A.4, combining all 4 filters proves to marginally
improve performance with respect to using only f1 and f2.

A.3. Prediction of edge orientation

Partial correlation statistics is a symmetric measure, while the connectome is a directed
graph. It could thus be beneficial to try to predict edge orientation. In this section, we
present an heuristic that modifies the p

ij

computed by the approach described before which
takes into account directionality.

This approach is based on the following observation. The rise of fluorescence of a neuron
indicates its activation. If another neuron is activated after a slight delay, this could be
a consequence of the activation of the first neuron and therefore indicates a directed link
in the connectome from the first to the second neuron. Given this observation, we have
computed the following term for every pair (i, j):

s
i,j

=
T�1X

t=1

1((xt+1
j

� xt
i

) 2 [�1,�2]) (11)

that could be interpreted as an image of the number of times that neuron i activates neuron
j. �1 and �2 are parameters whose values have been chosen in our experiments equal to 0.2
and 0.5, respectively. Their role is to define when the di↵erence between xt+1

j

and xt
i

can
indeed be assimilated to an event for which neuron i activates neuron j.

Afterwards, we have computed the di↵erence between s
i,j

and s
j,i

, that we call z
i,j

,
and used this di↵erence to modify p

i,j

and p
j,i

so as to take into account directionality.
Naturally, if z

i,j

is greater (smaller) than 0, we may conclude that should there be an edge
between i and j, then this edge would have to be oriented from i to j (j to i).

This suggests the new association matrix r:

r
i,j

= 1(z
i,j

> �3) ⇤ pi,j (12)

where �3 > 0 is another parameter. We discovered that this new matrix r was not providing
good results, probably due to the fact that directivity was not rewarded well enough in the
challenge.

This has lead us to investigate other ways for exploiting the information about direc-
tionality contained in the matrix z. One of those ways that gave good performance was to
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use as an association matrix:

q
i,j

= weight ⇤ p
i,j

+ (1� weight) ⇤ z
i,j

(13)

with weight chosen close to 1 (weight = 0.997). Note that with values for weight close
to 1, matrix q only uses the information to a minimum about directivity contained in z
to modify the partial correlation matrix p. We tried smaller values for weight but those
provided poorer results.

It was this association matrix q
i,j

that actually led to the best results of the challenge,
as shown in Table 3 of Section A.4.

A.4. Experiments

On the interest of low-pass filters f3 and f4. As reported in Table 2, averaging over
all low-pass filters leads to better AUROC scores than averaging over only two low-pass
filters, i.e., f1 and f2. However this slightly reduces AUPRC.

Table 2: Performance on normal-1, 2, 3, or 4 with partial correlation with di↵erent averaging
approaches.

AUROC AUPRC
Averaging \ normal- 1 2 3 4 1 2 3 4

with f1, f2 0.937 0.935 0.935 0.931 0.391 0.390 0.385 0.375
with f1, f2, f3, f4 0.938 0.936 0.936 0.932 0.391 0.389 0.385 0.374

On the interest of using matrix q rather than p to take into account directiv-
ity. Table ?? compares AUROC and AUPRC with or without correcting the p

i,j

values
according to Equation 13. Both AUROC and AUPRC are (very slightly) improved by using
information about directivity.

Table 3: Performance on normal-1,2,3,4 of “Full Method” with and without using information
about directivity.

AUROC AUPRC
Full method \ normal- 1 2 3 4 1 2 3 4

Undirected 0.943 0.942 0.942 0.939 0.403 0.404 0.398 0.388
Directed 0.944 0.943 0.942 0.940 0.404 0.405 0.399 0.389

Appendix B. Supplementary results

In this appendix we report the performance of the di↵erent methods compared in the paper
on 6 additional datasets provided by the Challenge organisers. These datasets, correspond-
ing each to networks of 1,000 neurons, are similar to the normal datasets except for one
feature:

lowcon: Similar network but on average with a lower number of connections per neuron.

highcon: Similar network but on average with a higher number of connections per neuron.
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lowcc: Similar network but on average with a lower clustering coe�cient.

highcc: Similar network but on average with a higher clustering coe�cient.

normal-3-highrate: Same topology as normal-3 but with a higher firing frequency, i.e.,
with highly active neurons.

normal-4-lownoise: Same topology as normal-4 but with a better signal-to-noise ratio.

The results of several methods applied to these 6 datasets are provided in Table 4.
They confirm what we observed on the normal datasets. Average partial correlation and
its tuned variant, i.e.,“Full method”, clearly outperform other network inference methods
on all datasets. PC is close to GENIE3 and GTE, but still slightly worse. GENIE3 performs
better than GTE most of the time. Note that the ”Full method” reported in this table does
not use Equation 13 to slightly correct the values of p

i,j

to take into account directivity.

Table 4: Performance (top: AUROC, bottom: AUPRC) on specific datasets with di↵erent methods.

AUROC
Method \ normal- lowcon highcon lowcc highcc 3-highrate 4-lownoise

Averaging 0.947 0.943 0.920 0.942 0.959 0.934
Full method 0.955 0.944 0.925 0.946 0.961 0.941
PC 0.782 0.920 0.846 0.897 0.898 0.873
GTE 0.846 0.905 0.848 0.899 0.905 0.879
GENIE3 0.781 0.924 0.879 0.902 0.886 0.890

AUPRC
Averaging 0.320 0.429 0.262 0.478 0.443 0.412
Full method 0.334 0.413 0.260 0.486 0.452 0.432
PC 0.074 0.218 0.082 0.165 0.193 0.135
GTE 0.094 0.211 0.081 0.165 0.210 0.144
GENIE3 0.128 0.273 0.116 0.309 0.256 0.224

Appendix C. On the selection of the number of principal components

The (true) network, seen as a matrix, can be decomposed through a singular value decom-
position (SVD) or principal component analysis (PCA), so as to respectively determine a
set of independent linear combinations of the variable (Alter et al., 2000), or a reduced set
of linear combinations combine, which then maximize the explained variance of the data
(Jolli↵e, 2005). Since SVD and PCA are related, they can be defined by the same goal:
both aim at finding a reduced set of neurons, known as components, whose activity can
explain the rest of the network.

The distribution of compoment eigen values obtained from PCA and SVD decomposi-
tions can be studied by sorting them in descending order of magnitude, as illustrated in
Figure 3. It can be seen that some component eigen values are zero, implying that the
behaviour of the network could be explained by a subset of neurons because of the redun-
dancy and relations between the neurons. For all datasets, the eigen value distribution is
exactly the same.
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(a) PCA (b) SVD

Figure 3: Explained variance ratio by number of principal components (left) and singular value
ratio by number of principal components (right) for all networks.

In the context of the challenge, we observe that only 800 components seem to be neces-
sary and we exploit this when computing partial correlation statistics. Therefore, the value
of the parameter M is immediate and should be clearly set to 800 (= 0.8p).

Note that if the true network is not available, similar decomposition analysis could be
carried on the inferred network, or on the data directly.

Appendix D. Summary Table

Table 5: Connectomics Challenge summary.

Team Name The AAAGV Team
Private leaderboard position 1st

Private leaderboard performance 0.94161
Private leaderboard performance of the winner idem
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Abstract

Spike train generation in primary motor cortex (M1) and somatosensory cortex (S1) has
been studied extensively and is relatively well understood. On the contrary, the function-
ality and physiology of the dorsolateral striatum (DLS), the immediate downstream region
of M1 and S1 and a critical link in the motor circuit, still requires intensive investigation.
In the current study, spike trains of individual DLS neurons were reconstructed using a
Linear-Nonlinear-Poisson model with features from two modalities: (1) the head position
modality, which contains information regarding head movement and proprioception of the
animal’s head; (2) the spike history modality, which contains information regarding the
intrinsic physiological properties of the neuron. For the majority of the neurons examined,
viable reconstruction accuracy was achieved when the neural activity was modeled with
either feature modality or the two feature modalities combined. Subpopulations of neurons
were also identified that had better reconstruction accuracy when modeled with features
from single modalities. This study demonstrates the feasibility of spike train reconstruction
in DLS neurons and provides insights into the physiology of DLS neurons.
Keywords: Spike Train Reconstruction, Dorsolateral Striatum, Motor Circuit

1. Introduction

1.1. Dorsolateral Striatum Single Body Part Neurons

Motor commands initiated by motor neurons in M1 descend to the spinal cord and result in
the flexion or extension of their corresponding muscle groups. These motor neurons also send
an e↵erent copy of motor commands to the DLS (corresponds to the dorsolateral caudate-
putamen in human), the input structure for the basal ganglia. Similarly, the DLS receives
inputs from S1. Information from the DLS is further relayed through globus pallidus,
thalamus, premotor cortex and back to M1. This motor loop is thought to be involved in
monitoring and providing feedback for ongoing movements (Alexander et al., 1986; Cohen
et al., 2010). Moreover, a number of diseases involving motor or sensorimotor impairment,
including Parkinson’s and Huntington’s disease, feature disrupted DLS function (Georgiou-
Karistianis and Egan, 2011; Kordower et al., 2013). Thus, understanding DLS functionality

⇤ To whom the correspondence should be addressed
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may lead to new diagnostic and therapeutic methods for these diseases.
Previous studies discovered single body part correlated neurons (SBP neurons) in the DLS.
These neurons are tuned to single body parts and specific movement features (e.g. distance,
duration, velocity, and starting position) for that body part (Crutcher and DeLong, 1984;
Crutcher and Alexander, 1990; Cho and West, 1997; Tang et al., 2007; Ma et al., 2013).
Current methods for identifying movement correlates used in these studies involves defining
movement features and categorizing movements according to those features. However, if
movement features are incorrectly defined (i.e., not defined according to features the neurons
are sensitive to), or if movements were categorized into categories that are too broad, a
significant amount of information might be lost. To avoid this problem, the current study
used the raw position data without arbitrarily defining movement features and applies a
Linear-Nonlinear-Poisson Model to predict the neural activities in the DLS.

1.2. The Linear-Nonlinear-Poisson Model

The Linear-Nonlinear-Poisson Model (the LNP model) is commonly used to model the
process of spiking activity. Ample studies have reported successes in predicting single
neurons’ activities in sensory neurons by the LNP model (up to 82% accuracy) (Schwartz
et al., 2006; Pillow et al., 2008). The LNP model can simultaneously capture variables from
di↵erent modalities that may influence the spiking activity of a neuron with high e�ciency.
Variables from two modalities are often considered when predicting spiking activities: (1)
the extrinsic stimulus that the neuron may respond to or encode, (2) the spike history of
the neuron. The LNP model first applies a linear filter (the linear part of the LNP) to
the extrinsic stimulus and/or spike history. Then, the filtered responses are summed and
exponentiated (the non-linear part of the LNP) to obtain an instantaneous spike rate. The
instantaneous spike rate is the parameter of the Poisson distribution that determines spiking
activity (Poisson part of the LNP). The parameters of the model were fitted with maximum
likelihood estimation.
In the present study, head position record (extrinsic stimulus) and spike history data were
used to predict spiking activities of individual neurons in the DLS, using the LNP model as
classifier. The result of the study indicated that it is possible to predict spiking activity using
the LNP model in the DLS, despite the fact that the DLS does not interact with extrinsic
stimulus (the head positions) directly, but instead only receives information from primary
motor and sensory areas. Also, results show that the head position record and spike history
data contribute di↵erently when predicting the spiking activities for individual neurons.

2. Methods

2.1. Data Collection and Preprocessing

The current study reanalyzed data previously published in Pawlak et al. (2010), where
details regarding data collection can be found. Briefly, the dataset consists of extracellular
single neural recordings of 47 neurons from 13 rats. All neurons were histologically confirmed
to be located in the DLS. Recordings from these neurons lasted one hour, during which time
the animals were walking on a treadmill and producing head movements primarily in the
vertical direction. The position (x, y coordinates) of the animal’s head was measured by

86



Predicting Spiking Activities in DLS Neurons

a video camera (60 Hz) facing the treadmill. The action potentials (spike train) were
simultaneously recorded with 50 kHz sampling frequency.
The primary goal of the present study was to determine the feasibility of reconstructing the
spike train, i.e. to predict whether or not a spike occurs in a short time interval, using head
position and spike history data as predictors. An interval of 16.7 ms was used, since the
position records of the head was obtained at a 60 Hz sampling rate. More specifically, the
neural activity was binned into 16.7 ms intervals and then converted to binary and used as
the outcome for prediction, such that equal number of observations for position record and
neural activity were obtained for a given neuron.

2.2. Experimental Design

2.2.1. Predicting Neural Activity with Features from All Modalities

Firstly, features from both head position history (hp) and spike history (spkh) were used
to predict neural activity at time t. For this analysis, position record m time bins before
time t was used, i.e. hp

t�m

, hp
t�m+1,..., hpt�1. Similarly, spike history data was used up

to m time bins before, i.e. spkh
t�m

, spkh
t�m+1,..., spkht�1. The LNP model is expressed

as the following:

�(t) = exp(hp filter · hp(t)+ spkh filter · spkh(t))

�(t) is the rate of the Poisson distribution that generates the spike at time t. hp filter ·
hp(t) is a linear projection of hp(t), the head position record m time bins before time t,
onto the receptive field of the neuron, as defined by the linear filter for the head position
hp filter. Similarly, spkh filter · spkh(t) is spkh(t), the spike history m time bins
before time t, convolved with the spike history filter.
Cross validation was utilized to select parameter m for individual neuron’s individual data
split. Data from individual neurons were split into splits of 10 minutes, resulting in 6
data splits that were consecutive in time. The model was first trained on data split s,
performance was validated on split s + 1, with s 2 [1, 2, 3, 4]. Parameter m that resulted
in the best performance, as measured by AUC, on the validation set was selected. AUC is
the area under precision recall curve constructed by comparing the true occurrence of the
spike vs. the instantaneous firing rate �(t). The LNP model was then retrained on data
from split s and s+ 1. The resulting model was tested data split s+ 2. The average AUCs
over the four testing sets was obtained for every neuron. In addition, permutation tests
was conducted to determine whether the prediction performance on the testing sets were
significantly better than random for every neuron.

2.2.2. Comparing Performances of Different Feature Modalities

The relative importance of di↵erent data modalities, i.e. head position and spike history,
was then evaluated by constructing classification models with data from either modality
separately. The training, validation and testing of the models was similar as described in
Section 2.2.1. Permutation tests were conducted to determine whether the di↵erences in
AUCs between model using head position modality vs. model using spike history modality
was significantly better than random.
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2.2.3. Comparing Performances of Single Modality vs. All Modalities

Lastly, the possible improvement of performance by combining features from multiple
modalities was examined. AUC resulting from models using features from all modalities
were compared with the best AUC resulting from models using features from any single
modality. Permutation tests was conducted to determine whether the di↵erences in AUCs
was significantly better than random. The p values resulting from all permutation tests
were FDR adjusted globally to correct for multiple comparisons.

3. Results

3.1. Predicting Neural Activity with Features from all Modalities

When using features from all available modalities, i.e. head position and spike history,
significantly better than random AUCs were achieved in 44 out of 47 neurons. The distri-
butions of average AUCs for individual neurons were shown in Figure 1(a). Notice that
about 40% of the neurons have AUCs between 0.5 and 0.6, the majority of which were
significantly better than random, indicating small yet significant signal.

(a) Head Position + Spike History (b) Head Position (c) Spike History

Figure 1: Distribution of AUCs predicted by Di↵erent Feature Modalities

3.2. Predicting Neural Activity with Features from Individual Modalities

In 32 out of 47 neurons, significantly better than random AUCs were achieved by models
using features from head position modality. In 35 out of 47 neurons, significantly better
than random AUCs were achieved by models using features from spike history modality.
The distributions of AUCs for individual neurons were shown in Figures 1(b) and 1(c)
respectively for models using head position features and spike history features.
The relative importance of the two feature modalities was also evaluated. This analysis was
conducted in the 41 neurons that showed better than random AUCs predicted by features
from either modalities. Out of the 41 neurons, 15 neurons showed significantly better
performance predicted by features from head position modality and 13 neurons showed
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significantly better performance predicted by features from spike history modality. The
remaining 13 neurons did not show significantly di↵erent AUC between models using the
two modalities (Figure 2).

Figure 2: AUCs Predicted by Head Position Features vs. those Predicted by Spike History Features:
Each dot represents one neuron. Open circles represent neurons with similar AUCs when predicted by
head position features or spike history features. Grey dots represent neurons that have significantly
higher AUCs predicted by spike history. Black dots represent neurons that have significantly higher
AUCs predicted by head position.

3.3. Comparing Performances of Single Modality vs. All Modalities Combined

There are a total number of 45 neurons that showed significantly better than random AUCs
obtained from models using either single modalities or all modalities. Out of these 45
neurons, 9 of the neurons show a significant improvement in AUC when modeled with
features from all modalities.

4. Discussion

The current study illustrated the feasibility of reconstructing the neural activity in majority
of DLS neurons. One of the advantages of using the LNP model as classifier is that it implic-
itly keeps the temporal structure of the features, which is well-suited for time series data.
Another advantage of the LNP model is that the linear coe�cients of the model depict the
typical sequences of head position or spike history leading to spikes. Principal component
analysis was conducted on the linear coe�cients of the LNP models for individual neurons
to identify common patterns. Principal components (PCs) that explain more than 10%
variability were plotted (Figure 3). The first PC for both horizontal (x coordinates) and
vertical (y coordinates) head position indicates that one of the position sequence that trig-
gers a spike is a abrupt movement in one direction (Figures 3(a) and 3(b)). For the vertical
head position, the second PC indicates that a relatively slow movement with a change in
direction may trigger spikes(Figure 3(b)). For the spike history, the first PC indicates a
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relatively rapid change in spiking activity often precedes a spike, while the second PC indi-
cates that a slow change in spiking activity followed by a rapid reversal in spiking activity
often precedes a spike(Figure 3(c)).

(a) PC of Head Position Coef (x) (b) PCs of Head Position Coef (y) (c) PCs of Spike History Coef

Figure 3: The Top Principal Components of the Linear Coe�cients

The current study identified subpopulations of neurons that primarily correlate with dif-
ferent feature modalities. The proportion of neurons that are identified to be correlated
with head position history is higher (32 out of 47) when compared to traditional methods
(less than 25%) which require categorizing movements according to some movement features
(e.g. direction, distance, velocity, duration). Specifically, traditional methods examine neu-
ral activity for categorized movements and compare this activity to activity during both
other movement categories or non-movement (baseline control). In this method, neurons
are identified as movement related if their firing rates in one or more of the pre-defined cat-
egories are di↵erent when compared to the non-movement baseline. In contrast, the LNP
model does not arbitrarily define movement features. Instead, the LNP model uses the raw
data and maximun likelihood estimation to determine what head position sequences (i.e.,
movements) are most likely to result in spiking activity. Thus, the LNP model may be able
to utilize head position data at its full resolution, leading to the identification of more head
movement correlated neurons.
The current study failed to identify improvement in prediction performance in most of the
neurons examined when using features from both modalities. It is possible that in some
cases the two data modalities contain overlapping information (e.g. the spike history may
encode the head movement history). Alternatively, it is possible that one of the modalities
does not contain any information regarding the outcome (e.g. the neuron might not be
related to the movement of the head, therefore incorporating the head movement history
data does not help the prediction).
In conclusion, the current study demonstrated the feasibility of predicting the neural ac-
tivity in DLS using the LNP model. Also, for individual neurons, the presnent data show
that specific feature modalities contribute di↵erently when predicting neural activity. The
relative importance of feature modalities provide insights into the response characteristics
of individual neurons.
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Abstract

This paper presents a novel method for the reconstruction of a neural network connectivity
using calcium fluorescence data. We introduce a fast unsupervised method to integrate dif-
ferent networks that reconstructs structural connectivity from neuron activity. Our method
improves the state-of-the-art reconstruction method General Transfer Entropy (GTE). We
are able to better eliminate indirect links, improving therefore the quality of the network
via a normalization and ensemble process of GTE and three new informative features. The
approach is based on a simple combination of networks, which is remarkably fast. The
performance of our approach is benchmarked on simulated time series provided at the
connectomics challenge and also submitted at the public competition.
Keywords: network reconstruction algorithms, elimination of indirect links, connectomes

1. Introduction

Understanding the general functioning of the brain and its learning capabilities as well as
the brain structure and some of its alterations caused by disease, is a key step towards a
treatment of epilepsy, Alzheimer’s disease and other neuropathologies.

This could be achieved by recovering neural networks from activities. A neural network
is a circuit formed by a group of connected (physically or by means of neural signals) neurons
that performs a given functionality. These circuits are responsible for reflexes, senses, as
well as more complex processes such as learning and memory.

Thanks to fluorescence imaging, we can easily measure the activity of a group of neu-
rons. The changes of fluorescence recorded from the neural tissue are proved to be directly
corresponding to neural activity. With calcium imaging one can study the neural activity of
a population of neurons simultaneously allowing to uncover the function of neural networks.

But, recovering the exact wiring of the brain (connectome) including nearly 100 billion
neurons that have on average 7000 synaptic connections to other neurons is still a daunting
task. Hence, there is a growing need for fast and accurate methods able to reconstruct these
networks. That is why the ChaLearn non-profit organization has proposed the connectomics
challenge. The goal of the competition is to reconstruct the structure of a neural network
from temporal patterns of activities of neurons.

c� 2014 P. Bellot & P.E. Meyer.
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2. Typical Methods

There is a wide variety of reconstruction algorithms that are able to infer the network
structure from time series. Even though one of the least controversial necessary criterion
to establish a cause-e↵ect relationship is temporal precedence, many causal inference algo-
rithms only require conditional independence testing Pearl (2000), or, more recently, joint
distribution of pairs of variables Janzing et al. (2010). The work of Clive Granger has lead
to a framework that has received a lot of attention due to its simplicity and the successful
results Popescu and Guyon (2013).

2.1. Correlation with discretization

Here, we present a quick review of the simplest method to reconstruct a network, based on
the correlation coe�cient. The correlation is a standard method to quantify the statistical
similarity between two random variables X and Y and it is defined as:

corr(X,Y ) =
cov(X,Y )

�
X

�
Y

=
E[(X � µ

X

)(Y � µ
Y

)]

�
X

�
Y

(1)

where µ
X

and µ
Y

are respectively the expected values of X and Y , and �
X

and �
Y

are
the standard deviations.

Once we have a correlation coe�cient between each pair of neurons, we can construct
a co-activity network. If the correlation is greater than a threshold, then the neurons are
connected in an undirected way, this strategy is presented at Butte and Kohane (2000),
where instead of using the correlation they use Mutual Information which can be seen as a
non-linear dependency measure.

2.2. Generalized Transfer Entropy

Here, we present a quick review of one of the state of the art methods, the Transfer Entropy
(TE) Schreiber (2000) based measure of e↵ective connectivity called Generalized Transfer
Entropy, or GTE Stetter et al. (2012).

The basic idea behind Granger causality to test if the observations of time series of two
variables A and B are due to the underlying process “A causes B” rather than “B causes
A”, is to fit di↵erent predictive models A (present time) and B (present time) as a function
of A (past times) and B (past times). If A can be better predicted from past values of A
than from past values of B, while B is also better predicted by A, then we have an indication
for A being the cause of B.

Based on this idea, several methods have been derived in order to improve the results.
These methods incorporate the frequency domain analysis instead of a time domain analysis
Nolte and Müller (2010). One recent idea is to add contemporaneous values of B to predict A
and vice versa to take into account instantaneous causal e↵ect, due for instance to insu�cient
time resolution Moneta and Spirtes (2005).

Therefore, GTE can be seen as a reconstruction algorithm of causal networks based
solely on pairwise interactions.
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3. Our proposal: Unsupervised ensemble of CLRed pairwise features

If A activates B and this last one activates C, is very likely that co-activity networks will
find a strong dependency between A and C even though the latter is an indirect link. Gene
Network Inference methods have proposed di↵erent strategies to eliminate these indirect
links Butte and Kohane (2000); Margolin et al. (2006); Meyer et al. (2007).

One of these strategies is the Context Likelihood or Relatedness network (CLR) method
Faith et al. (2007). In order to do so, the method derives a score that is associated to the
empirical distribution of the score values. Consider a score S

i,j

indicating the strength of an
alleged connection between two neurons i and j. Let us call µ

i

and �
i

the mean and standard
deviation of this score over all neurons connected to i. The asymmetric standardized score
is given as:

z
i

= max

✓
0,

S
i,j

� µ
i

�
i

◆
(2)

Finally, the symmetrized score is given by: z
ij

=
q
z2
i

+ z2
j

. This method has a com-

plexity of O(n2), n being the number of neurons, and requires a symmetric matrix.
Our unsupervised ensemble of pairwise features uses the CLR algorithm to eliminate

indirect links and normalize the network before assembling the di↵erent CLRed pairwise
features. With the second step we are able to eliminate more indirect links that are still
present at one reconstructed network but not at the others. This idea comes from mod-
ENCODE Consortium et al. (2010); Marbach et al. (2012), where the authors propose
an algorithm to integrate di↵erent network inference methods to construct a community
networks which is capable of stabilizing the results and recover a good network. Their
state-of-the-art method to combine networks is based on rank averaging. The individual
ranks of each link are added together to compute the final rank. Then, the final list is
computed sorting these score decreasingly. This method is also known as Ranksum, and
will be referred as RS in the paper.

Instead of this procedure, our proposal that will be referred as CLRsum or CS is
formulated as follows:

CS :=
NX

i

CLR (feature
i

) (3)

A description of the workflow of our network reconstruction process is available in Figure
1 in the Supplementary Material Bellot and Meyer (2014). In this case, we have used four
features that are defined in the following subsections.

3.1. Feature 1: Symmetrized GTE

The first pairwise measure is a modification of the state-of-the-art method GTE (see section
2.2), since we apply the CLR method the recovered network should be undirected. Indeed,
the GTE method provides a non-symmetric score (gte

i!j

6= gte
j!i

), we symmetrize it by
taking the most conservative score recovered by GTE. This symmetrized GTE network is
denoted as GTE

sym

, and is defined as follows: gte
i,j

= min(gte
i!j

, gte
j!i

).
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3.2. Feature 2: Correlation of the extrema of the signals

The second pairwise measure is based on the correlation of both signals (corr(X
i

, X
j

)). But,
doing so we are not able to discriminate between true regulations and indirect e↵ects or
light scattering e↵ects. We observed experimentally with the provided networks and their
respective ground-truth, that the correlation between the signals when one of both neurons
is spiking is statistically more informative than the plain correlation.

The quantile q
k%(x) is the data value of x where we have k % of the values of x above

it. The higher the quantile the stronger the statistical correlation between the measure and
the connectome network. However, in order to be able to recover a non-spurious correlation
at least several hundreds of samples are required. First, we capture the quantile ↵% of both
signals, and compute the correlation using only the points of both signals that are above
the quantile:

Let t
k

:= X
i

(t) � q
↵%(Xi

) and t
l

:= X
j

(t) � q
↵%(Xj

)

ct
i,j

= corr (X
i

(t
n

), X
j

(t
n

)) with t
n

:= t
k

[ t
l

(4)

Computing previous equation between each pair of di↵erent neurons we obtain the CT
↵%

network.

3.3. Feature 3: mean squared error of di↵erence signal

The third pairwise feature that we have found experimentally, is complementary to feature
2. Instead of computing the correlation on the spikes, this feature uses the mean squared
error of the points where the two signals disagree the most (once both have been normalized
by a centering and scaling). The normalization process is defined as Xs

i

:= (X
i

�µ

X

i

)/�
X

i

.
First, we compute the di↵erence between the two scaled di↵erent signals (i 6= j) and

keep the points where they di↵er the most. To get such particular time points, we also rely
on an small quantile ↵%:

Let f
i,j

(t) = Xs

i

(t)�Xs

j

(t) and t
k

:= d
i,j

(t) � q
↵%(fi,j)

Then X 0
i

:= Xs

i

(t
k

) X 0
j

:= Xs

j

(t
k

)
(5)

Once the points of interest (t
k

) are extracted, the mean square error between p
i,j

:= X 0
i

�
X 0

j

and p
j,i

:= X 0
j

�X 0
i

is computed. This leads to a non-symmetrical measure. As explained
before, CLR requires a symmetric matrix. In order to symmetrize the matrix we take the

minimum of p2
i,j

and p2
j,i

as has been done in feature 1: cd
i,j

= min
⇣
(X 0

i

�X 0
j

)2, (X 0
j

�X 0
i

)2
⌘
.

This measure is computed between each pair of di↵erent neurons to obtain the MD
↵%

network.

3.4. Feature 4: range of di↵erence signal

The last pairwise measure that we have found correlated to the connectome is the range of
the di↵erence between two neuron signals.

For every pair of neurons we compute the di↵erence between the two di↵erent signals
(i 6= j): df

i,j

:= X
i

�X
j

Then, the measure captures the range of df
i,j

, but in order to be robust to the presence
of noise the range is not the di↵erence between the largest and smallest values of df

i,j

,
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but the average over the 10th maximal/minimal values of df
i,j

. This measure is computed
between each pair of di↵erent neurons to obtain the network RD. In order to obtain a
similarity network, we invert the network as follows:

RD := max(R)�R with diag(RD) = 0 (6)

4. Experiments

The performance of our algorithm is benchmarked on the data provided at the ChaLearn
connectomics challenge. The data reproduces the dynamic behavior of real networks of
cultured neurons. The simulator also includes the typical real defects of the calcium fluo-
rescence technology: limited time resolution and light scattering artifacts (the activity of
given neuron influences the measurements of nearby neurons) Stetter et al. (2012).

The challenge provides di↵erent datasets that have distinct properties, we will use the
datasets where the network structure is also provided, i.e, 10 big datasets of 1000 neurons
and 5 small datasets of 100 neurons. The network inference problem can be seen as a binary
decision problem: after the thresholding of the network provided by the algorithm, the final
decision can be seen as a classification: for each possible pair of neurons, the algorithm
either define a connection or not. Therefore, the performance evaluation can be assessed
with the usual metrics of machine learning like Receiver Operating Characteristic (ROC)
and Precision Recall (PR) curves. The ChaLearn Connectomics proposes as a global metric
the use of the area under the ROC curve (AUC), however, ROC curves can present an
overly optimistic view of an algorithm’s performance if there is a large skew in the class
distribution, as typically encountered in sparse network problems. To tackle this problem,
precision-recall (PR) curves have been proposed as an alternative to ROC curves Sabes
and Jordan (1995). For this reason, we present in Table 1 the Area Under PR curve
(AUPR) and compare our method with GTE and the state-of-the-art combination of these
features Ranksum. The results of GTE are obtained with the software available online
dherkova (2014) using as conditioning levels the values {0.05, 0.10} for the iNet1-Size100-
CC’s networks and {0.15, 0.20} for the big datasets. We have also computed a statistical
test to discard non-significant results. First, we compute the contribution of each link to
the area under the curve and then we apply the Wilcoxon test on the resulting vectors
Hollander et al. (2013). If the best result of each dataset have a p-value smaller than 5% it
is typed in italic font and boldfaced.

Table 1 shows the performance of our individual networks (CT0.1%, MD0.1%, RD) and
we can observe that it depends on the properties of the network (high/low-connectivity or
high/low-activity).

We also compare our community based approach with the state-of-the-art Ranksum
approach, which is shown at the last column. Note that the Ranksum makes use of the
original pairwise derived networks and our method used the symmetrized GTE (denoted
as I⇤). We can observe that our normalization and simple combination is able to improve
the quality of the individual recovered networks and also improves the state-of-the-art com-
munity Ranksum. As shown in the table, our approach is competitive even though our
method does not recover a directed network as GTE does. It is worth noting that using
AUC as a metric we obtain similar conclusions. The table with AUC results is available in
the Supplementary Material Bellot and Meyer (2014).
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I II III IV V
GTE corr CT0.1% RD0.1% MD0.1% CS (I⇤, III, V I, V ) RS (I, III, V I, V )

highcc 0.163 0.051 0.088 0.166 0.125 0.330 0.184
highcon 0.199 0.030 0.120 0.125 0.073 0.241 0.184

iNet1-Size100-CC01inh 0.242 0.117 0.117 0.106 0.123 0.180 0.158
iNet1-Size100-CC02inh 0.247 0.113 0.150 0.103 0.120 0.223 0.181
iNet1-Size100-CC03inh 0.333 0.116 0.198 0.130 0.131 0.314 0.237
iNet1-Size100-CC04inh 0.398 0.120 0.206 0.187 0.158 0.394 0.297
iNet1-Size100-CC05inh 0.366 0.120 0.208 0.288 0.179 0.423 0.366
iNet1-Size100-CC06inh 0.538 0.204 0.188 0.371 0.318 0.582 0.480

lowcc 0.085 0.015 0.085 0.031 0.022 0.126 0.083
lowcon 0.093 0.023 0.025 0.024 0.031 0.196 0.125
normal-1 0.164 0.028 0.085 0.110 0.061 0.251 0.155
normal-2 0.169 0.028 0.105 0.095 0.048 0.242 0.153

normal-3-highrate 0.201 0.057 0.037 0.143 0.073 0.293 0.181
normal-3 0.193 0.025 0.098 0.094 0.044 0.260 0.150

normal-4-lownoise 0.141 0.030 0.120 0.086 0.053 0.271 0.156
normal-4 0.139 0.026 0.085 0.082 0.046 0.254 0.140

Mean 0.229 0.069 0.120 0.134 0.100 0.286 0.202

Table 1: Area Under Precision Recall scores for each inference method at the datasets of the
connectomics challenge (the higher the better). The Ranksum makes use of the original pairwise
inferred networks while our method use the symmetrized GTE (denoted as I⇤). The best statistically
significant results tested with a Wilcoxon test are highlighted.

Additionally to the results shown at table 1 we also have used our method in the test
and validation networks where the network is unknown. Using the connectomics submission
tool we obtain 0.90402 score of Area under the ROC curve, and we would have been ranked
in the 30th position.

As stated previously the big advantage of our method is the low complexity O(n2).
The CPU time needed to compute the di↵erent features for the big datasets in a 2 x Intel
Xeon E5 2670 8C (2.6 GHz), has a mean of 1282.86 minutes for the GTE, 3.31 minutes for
CT0.1%, 66.53 minutes for MD0.1% and 21.17 minutes for RD. The process of CLRsum is
almost instantaneous once we have the individual features, and therefore the computation
time is the sum of the time needed to compute the individual features. Hence, our proposal
improves GTE with a negligible overload of time.

5. Conclusion

An unsupervised network inference method for neural connectomics has been presented.
This method improves the state-of-the-art network inference method GTE relying on CLRsum
consensus among GTE and three new informative features.

We have compared our method experimentally to two state-of-the-art network inference
methods, namely GTE and correlation network, on the connectomics challenge datasets.
The experimental results showed that our proposal is competitive with state-of-the-art
algorithms.
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Abstract

This paper presents our solution to the European Conference of Machine Learning Neural
Connectomics Discovery Challenge. The challenge goal was to improve the performance of
existing methods for recovering the neural network structure given the time series of neural
activities. We propose to approximate a function able to combine several connectivity
indicators between neuron pairs where each indicator is the result of running a feature
engineering pipeline optimized for a particular noise level and firing synchronization rate
among neurons. We proved the suitability of our solution by improving the state of the
art prediction performance more than 6% and by obtaining the third best score on the test
dataset out of 144 teams.
Keywords: Neural Network, Structure Recovery, Causality, Time Series

1. Introduction

Most advanced neuroimaging techniques, based on calcium sensitive organic dyes (Tsien,
1981), are able to capture the in vivo activity of thousands of neurons. This represents
a huge improvement with respect to the highly invasive neurophysiology multi-electrode
recording tools barely capable of recording on the order of 100 neurons. The full poten-
tial development of this new instrumentation still requires analysis tools able to infer the
underlying topology based on time-series of neuronal activity. The goal of the European
Conference of Machine Learning Neural Connectomics Challenge (ChaLearn, 2014) was to
encourage the application of machine learning techniques to recover the neural network
structure using neural activity time-series recordings as input. This paper presents our
method1 to train a regression model that can predict the connectivity between neuron pairs
given the time series of neural activities obtained from fluorescence signals. With this
solution we obtained the third best score on the test dataset out of 144 teams.

The challenge setup consists of several neural network datasets for both training and
testing purposes, an evaluation process, detailed information about the problem and sam-
ple code to get started. Neural network datasets consists of one hour time series of neural
activities obtained from fluorescence signals sampled at 20ms intervals with values normal-
ized in the interval [0, 1], information about the position of each neuron in a square area of
1mm2 and the inter-neuron connectivity labels. The setup evaluation process is built upon
the Area Under the ROC Curve (AUC) as evaluation metric and a real-time leaderboard
showing the ranking of all teams according to the score obtained on an evaluation dataset.

1. https://github.com/ildefons/connectomics.

c� 2014 I.M.d. Abril & A. Nowé.
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The score on a separated test dataset defined the final ranking of teams. This score was
not visible and therefore could not be used to overfit the final model.

There are three major di�culties to detect connectivity among neuron pairs (Stetter
et al., 2012): 1) episodes of synchronous bursting conveying low connectivity information,
2) a typical frame video rate is 20ms which is slower than the neuron’s firing dynamic by
one order of magnitude and 3) the background has noise.

The challenge sample code has two non-supervised methods: a simple solution based on
correlation and a state of the art solution based on the Generalized Transfer Entropy (GTE)
indicator (Orlandi et al., 2014; Stetter et al., 2012). The correlation based solution computes
the connectivity indicators among 1000 neurons in few minutes without taking into account
the causal direction. This naive example was meant uniquely to get as many people as
possible started. The C++ implementation of the GTE-based solution is a directional
connectivity indicator and it runs in about 12 hours on a high-end server. This second
solution requires a careful parameter selection and it is a good example of how to score
directed connections between neuron pairs taking into account the three major di�culties.

2. Model

The main observation that guided our work was that optimizing a single connectivity in-
dicator, as suggested by the state of the art, may be a limiting strategy because it will
tend to work optimally just on a particular regime (i.e. noise level and firing synchroniza-
tion rate among neurons). Therefore, a function approximation able to optimally combine
several indicators, computed using di↵erent parameters, should deliver an enhanced perfor-
mance. This section describes the details of our solution. It consists of a feature engineering
pipeline to compute the many connectivity scores according to di↵erent parameter values
and a suitable model fitting strategy able to combine these features. Figure 1 shows the
main components of our solution. The following sub-sections describe in detail each of the
building blocks.

2.1. Spike inference

The first step in our feature engineering pipeline is the spike inference module. It is re-
sponsible for inferring spike trains out of time series of neural activities. We have evaluated
two approaches: a naive method based on computing the di↵erence between any two con-
secutive time steps, and a state of the art method (Vogelstein et al., 2009) based on the
sequential Monte Carlo framework (a generatlization of the Baum-Welch algorithm to fit
Hidden Markov Models) that finds the probability of the neuron spiking in each time step.

In both cases, spike trains are post-processed to remove background noise. A parameter
named Noise Level (NL) defines the lower limit of a valid spike. Spikes below NL are zeroed.
The evaluation of both spike inference methods was performed using the complete solution
pipeline outlined in Figure 1 on a training network (Normal1) constructed similarly to the
test network. We analyzed the performance delivered by each method using many di↵erent
parameters. We finally chose the Monte Carlo framework based method because it delivered
a maximum AUC of 0.932 and an average AUC over all parameters of 0.909 while the naive
method delivered a maximum AUC of 0.929 and an average AUC over all parameters of
0.902.
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Figure 1: Solution block Diagram. It consists of a feature engineering pipeline to compute several
connectivity indicators between each neuron pairs and a model fitting strategy to combine these
features.

2.2. Connectivity indicators

Right after the noise removal module and before the computation of the inter-neuron con-
nectivity indicators, the burst regime detector and removal module is responsible for identi-
fying and removing time steps that contain a portion of neurons larger than the parameter
Synchronization Rate (SR) firing at the same time. This step is required because only
signals recorded during inter-burst periods convey elevated information about the neu-
ral net topology (Stetter et al., 2012). Formally, we remove all time steps t such thatP

N

i=1 {ST
it

6= 0} > SR.N , where N is the number of neurons and ST
it

is the value of
the spike train of neuron i at time t generated by the spike inference module described in
Section 2.1.

We need to compute a connectivity indicator on each neuron pair and for each param-
eter combination (i.e. NL, SR), and all these computations have to be executed for several
training networks, the evaluation and the test networks. Therefore, the computation ef-
ficiency is a key requirement for this module. Plain correlation was a suitable candidate
according to this requirement. Performance-wise, correlation between spike trains deliv-
ered a performance equivalent to GTE between pairs of raw time series of neural activity
(Orlandi et al., 2014; Stetter et al., 2012).

Correlation is a simple enough connectivity indicator to be able to compute the many
indicators using reasonable resources. However, a limitation of using correlation as con-
nectivity indicator is that it is unable to identify directed connections. Therefore, it may
not be appropriate when the goal is to identify causal relationships. Fortunately, when
the performance evaluation metric is the Area Under the ROC Curve, the added value of
distinguishing the connectivity direction is low.
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2.3. Network deconvolution

The final step of the feature engineering pipeline is the network deconvolution module. This
module implements a recent network deconvolution algorithm (Feizi et al., 2013) meant to
eliminate the combined e↵ect of indirect paths of arbitrary length from an observed correla-
tion matrix containing both direct and indirect e↵ects. This step improves the quality of the
connectivity indicators between neuron pairs by taking into account the whole connectivity
matrix. This method has been able to improve the performance of state of the art solutions
in other network reconstruction application scenarios (Feizi et al., 2013).

This method consists of the following steps: 1) to normalize in the interval [-1,1] the
connectivity indication matrix described in Section 2.2, 2) to decompose with SVD the
normalized matrix, 3) to compute the eigenvalues of the deconvolved matrix according to
�d

i

= �

i

�

i

+1 with �
i

being the i
th

eigenvalue of the normalized matrix, 4) to compose the

direct dependency matrix according to C
dir

= UDU�1 where U is a matrix of eigen-vectors
and D is a diagonal matrix whose i

th

diagonal is �d

i

.
A Z-normalization post-processing delivers a connectivity matrix with a distribution

almost identical across di↵erent networks using the same parameters (i.e. NL, SR). This
additional step is not part of the original deconvolution algorithm. It is motivated by the
observation that the deconvolved matrix from any two di↵erent neural networks, computed
with the same parameter set, had di↵erent distributions and therefore they cannot be used
directly to train a supervised model.

The evaluation of the network deconvolution step was performed using again the com-
plete solution pipeline outlined in Figure 1 on a training network (Normal1) constructed
similarly to the test network. We analyzed the performance using many di↵erent parame-
ters. The deconvolution step improved the maximum performance from 0.911 to 0.932 and
the average performance improved from 0.893 to 0.909.

2.4. Modeling approach

To overcome the limitation of using a single connectivity indicator optimized for a particular
noise level and bursting synchronization rate, we propose to approximate a function able
to combine several connectivity indicators between neuron pairs. More precisely, given a
training network, the set of samples is defined by all possible combinations of di↵erent
non-directed neuron pairs (e.g. N:Number of network neurons = 1000, number of samples

= N(N�1)
2 = 499500). Each sample consists of a set of connectivity indicators computed with

the feature engineering pipeline described in the previous sections using di↵erent parameter
values (i.e. NL, SR). Our modeling approach does not try to learn self-loops.

Fitting this function requires a method able to capture complex relationships among
several very similar features. Gradient Boosting Machines (GBM) (Ridgeway, 2013) and
Random Forest (Breiman et al., 2013) have been successfully used in other challenges with
similar feature space complexity (Magrans de Abril and Sugiyama, 2013). Further concerns
were the heterogeneity of the network topologies and the highly imbalanced training network
datasets where only approximately 1% of neuron pairs were connected. We minimized the
training network topology bias by 1) using a large minimum size for the tree leafs, and
2) averaging four models: two random forest fitted according to two training networks
constructed similarly to the test network and two gradient boosting machines models fitted
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according to the same two networks. We addressed the data imbalance problem by sub-
sampling the training samples of non-connected neuron pairs down to 5 times the number
of connected neuron pair samples.

3. Evaluation

During the model validation phase, we used three training networks (Normal1, Normal2 and
Normal3), the evaluation network and the test network. All networks consists of 1000 neu-
rons and approximately 1% of neuron pairs were connected. According to the challenge data
description, all these networks were constructed similarly. For each network we extracted
a number of connectivity indicator matrices. Each connectivity matrix was computed run-
ning the feature engineering pipeline described in Section 2 with a given parameter set
(i.e. NL,SR). More precisely, for each network we computed 252 matrices according to all
possible parameters set combinations where:

NL 2 {.07, .075, .08, .085, .09, .1, .11, .12, .13, .14, .15, .16, .17, .18}
SR 2 {25, 50, 75, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800}
For each training network (e.g. Normal1), we trained a RF and a GBM. To cope with

inconsistencies among networks, we used a large minimum size for the tree leafs (450 for
RF, 400 for GBM).

Table 1: Performance results when using the training networks for both model fitting and testing
purposes. The row labels define the network under test and column labels define the predictive
model (e.g. GTE ⇠ Generalized Transfer Entropy, R1+G1 ⇠ average of RF and GBM both fitted
with network1, ALL ⇠ average of RF and GBM both fitted with the two other networks not being
tested as proposed in Section 2.4).

T GTE R1 G1 R2 G2 R3 G3 R1+G1 R2+G2 R3+G3 ALL

N1 0.885 NA NA .9392 .9388 .9394 .9386 NA .9398 .9398 .9401
N2 0.889 .9399 .9401 NA NA .9403 .9399 .9409 NA .9409 .9413
N3 0.884 .9393 .9396 .9392 .9396 NA NA .9402 .9402 NA .9405

Table 1 shows the performance results when using the training networks for both model
fitting and testing purposes. Column 1 shows the performance obtained with the state of
the art solution (i.e. Generalized Transfer Entropy indicator (Orlandi et al., 2014; Stetter
et al., 2012)). Column 2 to 7 show the prediction performance when we use a single RF
or GBM trained with one training network. It shows that our supervised modeling ap-
proach is able to reliably deliver a superior performance compared to the best individual
connectivity indicator. For instance, RF2 to predict the connectivity of Normal1 network
delivers a prediction performance of .9392 while the best individual connectivity indica-
tor computed with our feature engineering pipeline delivers a performance of .932 and an
optimized connectivity indicator computed with GTE delivers a performance of 0.889.

Column 8 to 10 show the prediction performance when we average the predictions deliv-
ered by RF and GBM trained with one training network. They show experimental evidence
that by averaging the predictions of several models we were able to further improve the
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prediction performance. From these 3 columns we can also conclude that there is not a
training network that provides a superior performance (e.g. training on Normal1 and test-
ing on Normal2 delivers a performance of .9409 and training on Normal3 and testing on
Normal2 delivers the same performance of .9409). Finally, column 11 shows the prediction
performance when we average the predictions delivered by RF and GBM trained with the
two other training networks as proposed in Section 2.4.

Table 2: Performance results when using the training networks for both model fitting and testing
purposes. The row labels define the network under test and column labels define the the random
seed used to sub-sample training samples of non-connected neuron pairs. All prediction models are
computed according to Section 2.4.

Test Seed1 Seed2 Seed3

Normal1 .94007 .94009 .94009
Normal2 .94134 .94129 .94121
Normal3 .94051 .94053 .94048

Table 3 presents the performance results when using the training networks to fit a
complete model according to the description of Section 2.4 (i.e. last column of Table 1) and
using di↵erent random seeds before the sub-sampling of non-connected neuron pair samples.
The row labels define the network under test and the column labels define the random seed
applied before sub-sampling. It shows that sub-sampling has a very small e↵ect on the
model performance. Therefore, we are unlikely losing much information.

Finally, a model trained with Normal1 and Normal2 delivered a performance on the test
network of .9406 which is .06 higher than the performance obtained with the best known
solution before the challenge started (i.e. Generalized Transfer Entropy (GTE) indicator
(Orlandi et al., 2014; Stetter et al., 2012)).

4. Conclusions and future work

Our modeling hypothesis is that by approximating a function able to optimally combine
several indicators, computed using di↵erent parameters (i.e. noise level and firing synchro-
nization rate among neurons), we could deliver an enhanced performance. The feature
engineering pipeline is responsible for the computation of the connectivity indicators. It
is based on a modular design able to separately address the di↵erent di�culties to de-
tect connectivity among neuron pairs: 1) episodes of synchronous bursting conveying low
connectivity information, 2) a typical frame video rate is 20ms which is slower than the
neuron’s firing dynamic by one order of magnitude and 3) the background has noise. We
have proven the suitability of our solution by improving the state of the art prediction per-
formance (AUC) in more than 6% and by obtaining the third best score on the test dataset
out of 144 teams.

However, we believe that there is still room for improvement. For instance, important
functional limitations of our model are that it is unable to identify the connectivity directions
and self-loops. We also believe that there exist possibilities to improve our model such as
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using a finer grained grid of parameters or by using semi-supervised variants of RF (Leistner
et al., 2009) and GBM (Dai et al., 2007).

Another limitation of our method is a high computational cost mainly due to the large
number of connectivity indicators on several training networks and the test network. More
precisely, the many correlation matrix and the SVD step during the network deconvolution
have a computational complexity on the order of O(MKNn2) and O(MKn3) respectively,
where n is the number of neurons (1000), N is the number of time steps (180000), K is the
number of connectivity indicators (252) and M is the number of networks (3). Running on
an i7 quad core laptop with 32 Gbytes of RAM, it takes 48 hours to compute the connectivity
indicators for all networks, just below 5 hours to compute the spike trains and just above
2 hours to fit the random forest and the GBM models.
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Appendix A. Result table

Table 3: Summary table with team name, final private leaderboard performance and performance
of the winner.

Team name Ildefons Magrans
Private leaderboard performance 0.94063
Performance of the winner 0.94161
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